
             Shivani Yadav et al., International Journal of Advanced Trends in Computer Science and Engineering, 8(2), March – April  2019, 293 – 299 

293 
 

 
 
 

Reliability of Component-Based Systems – A Review 
 

Shivani Yadav1, Bal Kishan2 

Department of Computer Science and Applications, Maharshi Dayanand University, Rohtak-124001, India 
1shivaniyadav17@gmail.com 

2balkishan248@gmail.com 
 

 
ABSTRACT 
 
Component-based software development is a methodology to use 
and create software systems that consume and produce reusable 
software components. The components act as independent units that 
interact to form a functional system. This approach has the potential 
to overcome the overheads associated with monolithic software 
applications. The reliability of such a system is highly dynamic in 
real-time. Reliability of the software ensures that the program 
performs the specified function effectively and results in quality 
software. Through this paper an introduction of component based 
system with its reliability, performance factors and its advantages 
are provided. This paper also provides the related work carried out 
over the years by various researchers and the research gaps.  
 
Key words: Reliability, software components, performance, 
component, reusability. 
 
1. INTRODUCTION 
 
Software systems have become such an important part of our 
day to day lives that it’s easy to overlook their presence. 
They’re present across every spectrum of our life, be it 
communication, transportation or something as simple as 
doing household chores with the help of home appliances. 
This seamless integration requires that the software be 
robust, reliable and functional at all times. The ability to 
conform to the required standards and perform the desired 
functions, determines the software quality. High software 
quality ensures reliability. The probability of operational 
performance without failure of a system within specified 
period of time is known as software reliability. As the 
proliferation of software continues, it becomes increasingly 
difficult to maintain software quality and reliability due to 
the extensive time and energy required. This calls for 
component based software engineering (CBSE), which also 
helps in reducing the development cost and effort required by 
reusing the components. Our next section introduces 
component-based system, its performance factors and 
reliability; Section III presents related work carried out over 
years by various researchers; Section IV presents the research 
gaps and at last Section V presents the conclusion and future 
work.   
 
 
2. COMPONENT-BASED SYSTEM 

 
CBSE is a branch of software engineering that focuses on 
separating concerns about extended facilities available in a 
particular software system. It relies on reusing independent 

components to define, implement and compose new 
composite systems. [1] 
Components can create or consume incidents, and be used in 
event-driven structures. The component model works by 
identifying the elements in an interface and their definition. 
 
1.1 Performance factors and advantages of component 

based systems 
 

Performance of component-based system depends on the 
following factors [2]: 

 Component implementation: A single component 
can be developed and deployed in multiple ways 
depending on the developer’s implementation of the 
interface. While different components can result in 
the same functionality, the resources consumed by 
them, their execution times and dependencies on 
other components can vary. 

 Required services: A component might require 
calls to different components for invoking services. 
The performance of the component then becomes 
contingent on the performance of the other 
components or services being called. 

 Deployment platform: A software architect might 
deploy a component on a number of platforms as 
per requirements. This deployment platform can be 
a combination of several software and hardware 
platforms. Each of these combinations results in 
varied performance levels. 

 Usage profile: The different input parameters to a 
component service determine the performance of a 
component. The execution times can changes the 
inputs from calls to required services are returned 
with results. 

 Resource contention: Multiple components fight 
for resources as the program runs through different 
components. This results in processes waiting for 
limited resources, adding up to the execution times 
 

The following advantages of the component-based system 
are [3]: 

 Reusability: The primary motive of component-
based development approach is to use already 
existing components and hence reduce the effort and 
cost. The required components are assembled to 
design a new application. Higher frequency of reuse 
ensures that the components are thoroughly checked 
for quality and increase the productivity of the 
system. 
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 Maintainability: In a component-based system, the 
software becomes easier to maintain as the 
functionality needs to implemented only once and 
can be updated easily by making changes at a single 
source. 

 Portability: The ease with which a component can 
be transferred from one environment to another, for 
reuse, is defined as portability. Portability results in 
the higher frequency of component reuse. 

 Quality Enhancement: Quality of components is 
improved as components are tested many times for 
reusability. 

 Low cost and time: One component is used many 
times at many places which reduces production cost 
as well as time. 

 Consistency increases  
 Manages complexity in an effective manner or 

reduces complexity up to a certain level 
  

2.1 Reliability of component-based systems 
 

Reliability analysis approaches are broadly classified into 
three main models [4]:   
     1. State-based models 

This model takes into account the change of state as 
the control flows from one component to another. 
The assumption is that failure occurs due to 
individual components. Each component’s behavior 
is taken to be independent of past behavior, also 
known as Markov behavior. Architectural models 
were proposed using Discrete Time Markov chain 
(DTMC) or semi-Markov processes. It can be 
represented in two ways: 
 
Hierarchical models: This model starts with the 
architecture model at the core and then including 
cover failure behavior to solve the architecture 
model and arrive at reliability. 
 
Composite model: The reliability of the application 
is predicted using a combination of software 
architecture and failure behavior into a composite 
model. 
 
State-based models analyses the reliability using 
various methods like mathematical formulas, 
algebraic method, algorithms and also, markov 
theory which includes discrete time markov model 
(DTMC), time continuous markov model (CTMC), 
semi markov model (SMP) 
 

2. Path-based models 
An application can have multiple execution paths 
based on the input parameters and subsequent 
service requests. This model considers the different 
paths obtained by testing the components. 
Reliability of each path = product of component 
reliabilities along that path 
System reliability = average of path reliabilities over 
all paths of the software system  
 
Path-based model attains a series of the entire 
probable executable paths which are obtained by 

experiments, algorithms, simulation for evaluating 
system reliability. 
  

3. Additive models 
System reliability is calculated by focusing on the individual 
components failure data and mainly at the time of testing. In 
additive model, reliability is modeled using non-
homogeneous poisson process (NHPP).                                                         
 
3. LITERATURE REVIEW 
 
Some of the following approaches give information about the 
performance evaluation methods used for analysing 
component-based software systems: 

  
Woodside et al. [5] came up with the concept of performance 
evaluation elements to a model of software systems. 
Software developers and designers create and store model 
elements like, model annotations, deployment models, 
infrastructure models, design refinements and 
communication models, to extend platform-independent 
models to platform-specific models. 
 
A technique was proposed by Eskanazi et al. [6] to improve 
APPEAR to predict the performance of component-based 
software systems. The method involves simulating the full 
application model, keeping in mind the implementation of 
component services, predicting the performance of individual 
component processes, and creating flow charts for annotated 
control of component t services. However, it is difficult to 
repeat this approach because it does not include a model or 
tool to apply to other software systems. 

  
Menasce et al. [7] suggested a method for negotiating 
performance properties at runtime with their clients by using 
QoS-aware software components. Using previously 
monitored performance properties, the components build a 
QN model which is then used to analyse their ability to fulfil 
the specified OoS service requirement. 

 
The concept of parametric performance for software 
components was developed by Reussner et al. [8]. The 
performance of each component can be calculated if the 
performance of necessary services for the execution of that 
component is known. This design helps in determining the 
components to provide appropriate performance 
characteristics for the deployment environment at the design 
time. 

  
Ostrand et al. [9] used negative binomial regression, with file 
size, programming language, status and the number of 
changes on file as metrics, to predict fault-prone modules. 
According to the accuracy parameter, a negative binomial 
regression model was found to be extremely useful. 

 
Yang et al. [10] applied Self-Adaptation Learning Control 
Network-(FALCON)to a set of artificial data. FALCON, a 
specific type of neural network. The model enables 
measurement of many quality properties such as reliability, 
performance, and stability, the complexity of inheritance 
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trees, reuse and depth as input. However, research is still in 
its infancy because they have not used this approach with the 
actual data set. 

 
Seliya et al. [11] used Expectation–Maximization (EM) 
technique on limited fault data to predict software faults.  

 
Data sets used for training were JM1 data sets, whereas data 
sets used for testing were KC1, KC2 and KC3. Since, 
sufficient data was not available, an exact model could not be 
created and a model for only limited problem of fault data 
could be built. In the absence of fault data for components or 
the cost of operating the metrics collection can be very 
expensive. This necessitates the need for powerful classifiers 
to build accurate classification models which can use both 
unlabelled and labelled data.  

 
The team evaluated the performance considering type I, type 
2 and overall misclassification rate parameters. Then a 
prediction model was created after labelling the unlabelled 
data with EM technology and using all modules. Quality 
models of emerging markets presented acceptable results for 
the problem of semi-supervised fault prediction. 

 
Koru et al. [12] used Mozilla open source projects to run 
their tree based models for identifying change-prone classes 
by classifying them under different labels using metrics. It 
was observed that 20% of classes changed. 

 
Tomaszewski et al. [13] relied on a combination of expert 
judgement and univariate linear regression for predicting 
software faults. They used method and class metrics to study 
a couple of software systems developed in Ericsson. The 
accuracy of fault prediction was the parameter for 
performance evaluation. Eleven experts were invited to 
anticipate the fault-proneness of the components. It was 
observed that expert opinions were less accurate than 
statistical approaches and it became increasingly difficult for 
experts to anticipate faults in large data-sets. Even amongst 
the statistical approaches, class metrics based evaluation 
models were found to be more accurate than component 
metrics based evaluation models. The identification of fault-
prone components by experts was quite subjective and varied 
for the most part and in cases where experts agreed on same 
components, the fault density values were often diverse. 

  
Olague et al. [14] studied six versions of Rhino project using 
three software metrics suites to predict fault-proneness of 
object-oriented classes. The analysis was done using two 
techniques: univariate and multivariate binary logistic 
regression. Three metrics suite were used: Bansiya and 
Davis’s quality metrics (QMOOD), Abreu’s object-oriented 
metrics (MOOD) and Chidamber–Kemerer (CK) metrics 
suite. Model validation was done using accuracy as the 
parameter for model validation and the metrics’ effects were 
examined using Spearman correlation. The best performance 

for fault prediction was observed with CK metrics suite, in 
particular the Weighted Methods Count and Response for 
Children metrics. Univariate binary logistics regression 
suggested that CK QMOOD metrics, CIS and NOM, were 
also useful. Multivariate binary logistic regression models 
were quite useful for iterative and agile software 
development processes. 

 
Bibi et al. [15] applied Regression via Classification (RvC) to 
predict faults and estimated the number of software faults 
with a confidence interval. Results provided better regression 
error than the standard regression methods. The dataset used 
for analysis was Pekka dataset, provided by ISBSG 
(International Software Benchmarking Standards Group), and 
a Finland based commercial bank. Mean absolute error was 
used as the performance evaluation metric. 

 
Turhan et al. [16] showed that independence assumption is 
not detrimental, by using PD, PF and balance parameters 
with principal component analysis (PCA) pre-processing 
when using Naive Bayes algorithm. 
 
Chang et al. [17] discovered fault patterns using association 
rules and proposed a fault prediction model. The results were 
promising and the method can be used in causal analysis. 

 
Tosun et al. [18] used three embedded software projects and 
conducted experiments on public datasets to validate 
Zimmermann and Nagappan’s paper published. They found 
network measures to be effective indicators of fault-prone 
modules for large systems. PD, PF, and precision were used 
as the evaluation metrics. 
 
Arisholma et al. [19] evaluated a legacy system project, 
based on Java, to determine fault-proneness using different 
models. Their findings showed that prediction accuracy was 
affected by the modeling technique in a limited way. Process 
metrics are a good measure for fault prediction and the best 
model can be determined using performance evaluation 
parameters. Further, they included cost-effectiveness as a 
measure for assessment of models. The best results were 
obtained when Adaboost was combined with C4.5 and 
evaluation techniques were run with default parameters. 

 
Vikrant Kaulgud et al. [20] designed a metric that can be 
used for forecasting and early warnings, using data from 
component testing tools to derive in-process insights. 
Prioritization of component tests ensured that complex 
components received effort allocation in line with 
requirements. At the same time, exhaustive testing of the 
entire component set was ensured. 

Nasib Singh Gill et al. [21] formulated a systematic approach 
for constructing testable components to increase test 
automation and convert a given component into a testable 
component. The approach helped in improving the overall 
quality of the system by making fault detection in the early 
phases of software development. 
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M. K. Pawar et al. [22] analyzed different integration testing 
approaches such as UML based, CIG (Component Interaction 
Graph), Component certification, Component Interaction 
testing, component metadata etc. and presented various 
issues associated with them. 

 
Ahmad Nauman Ghazi et al. [23] compared three testing 
technologies for testing heterogeneous systems namely: 
Exploratory manual testing, combinatorial testing and search 
based testing. Exploratory manual testing was found to be the 
most frequently used technique for heterogeneous systems 
and search based techniques are least frequently used. This 
can be attributed to the fact that search based technique is a 
relatively new area and needs further research to utilize its 
full potential.  
 

Prasenjit Banerjee et al. [24] proposed a quality evaluation 
framework, and a set of metrics, along with their theoretical 
validations for the conceptual level component based system 

model. The framework included parameters such as 
completeness, complexity, expressiveness and analysability 
for quality measurement. The software quality measurements 
were used to exhibit two-fold quality evaluation viewpoints: 
designer level and user level. The proposed framework was 
tested on the library management system. 

 

4. RESEARCH GAPS 
 

So far our literature survey shows that the authors are 
interested in model-based testing of component-based 
software.  Soft computing paradigms which are based on 
meta-heuristic are very less exploited in the field of CBD. 
The combination of these two approaches will enhance the 
effectiveness of testing. Table 1 below enlists some 
important research publications in the field of CBD and 
testing along with their research gaps. 

 
Table 1: Important Publications and Research Gaps 

Publication 
Year 

   Title of Paper  Authors Research Gaps/ Limitations 

2018 “The Impact of Motivator and Demotivator 
Factors on Agile Software Development” 
[25] 

Shahbaz Ahmed Khan 
Ghayyur, Salman Ahmed, 
Saeed Ullah, Waqar 
Ahmed 

Needs to find motivator factors 
according to core agile practices 

2017 “Professionals are not Superman: Failures 
beyond Motivation in Software 
Experiments” [26] 

Oscar Dieste, Efra’in R. 
Fonseca C., Geovanny 
Raura, Priscila Rodriguez  

Fails in casual relationship 
detection and empirical studies. 

2017 “Motivators and Demotivators of Agile 
Software Development: Elicitation and 
Analysis” [27] 

Shahbaz Ahmed Khan 
Ghayyur, Salman Ahmed, 
Adnan Naseem, Abdul 
Razzaq 

Lacks in empirical analysis of 
motivators and demotivators 

2016 “Deriving UML-based Specifications of 
Inter-Component Interactions from Runtime 
Tests” [28]  

Thorsten Haendler, Stefan 
Sobernig, Mark 
Strembeck 

Computationally expensive and 
requires runtime mapping 

2016 “COSTOTest: A Tool for Building and 
Running Test Harness for Service-Based 
Component Models” [29] 

Pascal André, Jean-Marie 
Mottu, Gerson Sunyé 

Lacks generality and applicable to 
service oriented components only 

2016 “Search-Based Cost-Effective Test Case 
Selection within a Time Budget: An 
Empirical Study” [30]  

Dipesh Pradhan, Shuai 
Wang, Shaukat Ali 

Can be improved by hybridizing 
with local search techniques. 

2015 “A Generic Model-Based Methodology of 
Testing Techniques to Obtain High Quality 
Software” [31] 

Khaled Almakadmeh, 
Fatima Abu-Zitoon 

Not applied on component based 
softwares and soft computing 
techniques are not utilized. 

2015 “Neuro-Fuzzy Model to Estimate & 
Optimize Quality and Performance of 
Component Based Software Engineering” 
[32] 

Gaurav Kumar, Pradeep 
Kumar Bhatia 

Lacks real life data and can be 
optimized for more number of 
quality attributes 

2014 “A Novel Approach to Component-Based 
Software Testing” [33]  

Lata Nautiyal, Dr. Neena 
Gupta, Dr. Sushil Chandra 
Dimri 

Only theoretical basis, No 
implementation 

2014 “Design Test Process in Component-Based 
Software Engineering: An Analysis of 
Requirements Scalability” [34]  

Mariem Haoues, Asma 
Sellami, Hanêne Ben-
Abdallah 

Can be improved using soft 
computing along with model based 
techniques. 
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2013 “A Survey on Software Testing Techniques 
using Genetic Algorithm” [35]  

Chayanika Sharma, 
Sangeeta Sabharwal, Ritu 
Sibal 

GA can be hybridized with other 
soft computing techniques. 

2012 “State-Model-Based Regression Test 
Reduction for Component-Based Software” 
[36] 

Tamal Sen, Rajib Mall Code should be auto-generated 
and applicable to regression 
testing 

2012 “Automatic Generation of Test Models and 
Properties from UML Models with OCL 
Constraints” [37]  

Miguel A. Francisco, 
Laura M. Castro 

Requires tool support and test data 
repository. Not applied on 
integration testing. 

2011 “Testing Component Based Software: What 
It has to do with Design and Component 
Selection” [38]  

Shyam S. Pandeya, Anil 
K. Tripathi 

Applicable on component 
selection level. 

2011 “Towards Incremental Component 
Compatibility Testing” [39]  

Ilchul Yoon, Alan 
Sussman, Atif Memon, 
Adam Porter 

Needs knowledge of component 
dependencies 

2010 “Automated Unit and Integration Testing for 
Component-based Software Systems” [40]  

F. Saglietti, F. Pinte Applicable to limited system size 

 
Another method for improving the reliability of the system 
where only prediction is to be determined is using Reliability 
Block Diagram (RBD). It measures the important 
components of the system and the changes required [41]. For 
reducing failures in any software, one can also use 
component software engineering with maturity driven 
process. [42]  

 
5.  CONCLUSION AND FUTURE SCOPE 

 
The aim of component-based software development process 
is to design and construct software systems using reusable 
components. Components are designed to produce or 
consume events and can be used for implementing event-
driven architectures. The component model works by 
identifying the elements in an interface and their definition. 
Combination of model-based testing of component-based 
software and soft computing paradigms which are based on 
meta-heuristic are discussed in the field of CBD and the 
combination of these two approaches will enhance the 
effectiveness of testing. This paper provides an overview of 
component based software system, its performance factors 
and advantages. We have summarized some existing 
techniques, and after extensive literature survey, we realized 
that there are many research gaps which need improvement.  
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