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ABSTRACT 
 
Research on biometric techniques has a wide range 
of applications. The methods developed have 
shown their robustness, especially in the field of 
biometric recognition. These methods are generally 
based on the processing of information in the space 
domain. In this paper, another alternative is 
presented for realizing a biometric system for 
biometric recognition based on the processing of 
spectral information. It is a more elaborate model 
on the perception of images based on the behavior 
of the Human Visual System, or HVS. The Human 
Visual System consistently models the key 
functions of perception such as Perceptual Channel 
Decomposition, contrast sensitivity functions, and 
so on. We are interested in developing a bi-modal 
biometric system. We merge two biometric 
signatures, in this case, the face and the iris to 
improve the accuracy of biometric recognition of 
individuals. 
 
Key words: Spectral information, Human Visual 
System, Perceptual Channel Decomposition, 
Fusion of biometric signatures. 
 
1. INTRODUCTION 
 
The design of multimodal biometric systems is of 
great importance in the field of recognition. 
Biometric techniques, widely developed in the 
literature, have grown considerably, mainly in the 
field of people recognition. 
 
Unimodal biometric systems make it possible to 
recognize a person using a single biometric 
modality, but cannot guarantee with certainty a 
good identification. In addition, these systems are 
sensitive, among other things, to the noise 
introduced by the single sensor, to the non-
universality and the lack of individuality of the 
biometric modality chosen, as well as to intrusion 
attempts. These constraints can be reduced by 
setting up multimodal biometric systems using 
several biometric signatures of the same person. 
 
This paper aims to approach the concept of 
bimodal Biometric Techniques. The methods used 

in our approach are the face and the iris. We briefly 
explain the principle of facial recognition and iris 
recognition. Next, we discuss multimodal fusion. 
We will focus on the score level merger that was 
chosen for the merger of our two modalities. 
 
Facial recognition, as one of the basic biometric 
technologies, has become increasingly important in 
the field of research. It is relatively very old and 
widely used. It is certainly the biometric 
characteristic that humans most naturally use to 
identify themselves. This explains why it is very 
well accepted by users and considered non-
intrusive and its acquisition, via a sensor, is 
relatively easy and inexpensive. 
 
Like any biometric system, facial recognition has 
certain limitations and drawbacks, including, 
mainly, the difficulty of identifying individuals in 
movement, the impossibility of differentiating 
between twins, sensitivity to the variation of 
lighting and to the change of the position of the 
face [1]. 
 
The second modality retained in our work is the 
iris. Iris recognition is a relatively newer 
technology. It is one of the most precise and 
discriminating methods. Hardly falsifiable, it is 
considered very reliable. The irises are 
characterized by their uniqueness; the two irises of 
the same individual are different. One of the main 
advantages of iris is the large amount of 
information it contains. The iris is considered 
intrusive because of the discomfort of individuals 
towards the laser applied to the eye during the 
acquisition. It is mainly reserved for high security 
applications. Some problems may arise during 
acquisition such as reflection, or variation in the 
size of the pupil [2]. 
 
One of the alternatives to improve security and 
enhance the performance of biometric systems is to 
merge these two modalities[3]-[7]. 
 
We plan to develop a new recognition technique 
based on the concept of the Human Visual System 
by trying to simulate or mimic human perception. 
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In our approach, it is interesting to see how to 
exploit the behavior of Human Visual System in 
biometric systems for improving self-recognition. 
 
Several questions arise, among others: is it possible 
to develop algorithms capable of providing a better 
performance compared to other methods used and 
already widely developed in the literature? It 
should be noted that these methods have shown 
their performance and robustness in various fields 
of application such as compression or image 
quality evaluation[8]-[11], Watermarking of 
images [12]-[14],tattoo of images [15], etc. 
 
Which model of Human Visual System will be 
most appropriate? How will the performance of the 
biometric system be evaluated? 
 
This article is organized as follows: In section 2, 
we present multimodal biometric systems and their 
principle of operation. We also present multimodal 
fusion, its objectives and the levels of data fusion. 
In section 3, we present the CASIA database which 
provides us with images relating to the face and 
iris. The Human Visual System model, explained in 
section 4, is the most relevant part of our work. In 
section 5, we explain the concept of contrast by 
emphasizing the calculation of Local Contrast with 
Limited Band. It is the calculation of this contrast 
that simulates the behavior of the Human Visual 
System. Finally, section 6 explains the general 
structure of the system we have developed. 
 
 
2. BIOMETRIC SYSTEMS: PRINCIPLE AND 
OPERATION 
 
2.1 Principle  
 
Generally, biometric systems consist of five main 
modules, namely: 
 
a. Acquisition module 
 
It is responsible for acquiring an individual's 
biometric data. 
 
b. Characteristic extraction module 
 
It takes the biometric data acquired by the sensor as 
input and extracts only the relevant information in 
order to form a new representation of the data. 
 
c. Correspondence module 
 
It compares all the characteristics extracted with 
the model saved in the system database and 
determines the degree of similarity (or divergence) 
between the two. 

d. Matching module  

It is used to increase the similarity rate between 
two objects. A matching score calculation is 
performed between the model of the claimed 
identity and the vector of the recorded biometric 
parameters. The proclaimed identity will be granted 
if and only if the matching score exceeds a certain 
threshold which is considered sufficient. 

e. Decision module 

This module makes it possible to decide whether 
the identity of the user corresponds or not to the 
identity proclaimed or sought. 

2.2 Operation of a biometric system 

Biometric systems have three main functions [16]: 
 
a. Enrollment  
 
It corresponds to the biometric registration of 
individuals in the system database. 
 

 
Figure 1:Functional diagram of a biometric system in 

enrollment mode 
 
b. Authentication 
 
It consists in verifying the concordance between 
the biometric data entered and that of the same 
person, assembled in a database. This is an 
individual comparison. 
 

 
Figure 2: Functional diagram of a biometric system in 

authentication mode 
 
c. Identification  
 
It allows you to search for an individual's identity 
by comparing their biometric data with other 
people in a database. It is a collective comparison. 
 

 
Figure 3:Functional diagram of a biometric system in 

identification mode 
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2.3 Multimodal fusion 
 
Data fusion occupies an important place in 
multimodal biometric systems. Various ways of 
merging these data have been developed in the 
literature [17]-[19]. This diversity depends mainly 
on: 
 

- Level where the merger takes place 
- Objective of the merger 
- Type of sensors used 

 
There are four levels of merge that can be classified 
into two families, the merge before the matching 
and the merge after the matching. 
 
In our approach, we are interested in fusion after 
correspondence, known in the literature as Multiple 
Classifier Systems. This merging mode can be 
applied either at the level of scores or at the level of 
decisions. Score level merger is the most used type 
of merger because it can be applied to all types of 
systems, in a space of limited size and with 
relatively simple and effective methods. 
 
Given that the two biometric modalities are 
characterized by a certain homogeneity and / or 
compatibility, this prompts us to merge at the level 
of scores, therefore, after the matching phase [16]. 
 
For the acquisition of both modalities, we use a 
single capture device with a very high resolution. 
This will allow us to simultaneously analyze the 
texture of the iris and the face of the same 
individual[20] and [21]. 
 
3. CASIA IRIS IMAGE DATABASE 
 
The database used is CASIA-Iris-Distance, a subset 
of CASIA-IrisV4. It contains iris images, in JPEG 
format and 8-bit grayscale, captured using a long-
range, high-resolution system, collected under near 
infrared lighting [22] and [23]. The different 
characteristics shown in the iris images make it 
possible to study research questions specific to iris 
recognition, such as the robustness of iris 
recognition against changes in lighting, the 
recognition of iris of twins, etc. 

 
Figure 4:Image of the CASIA-Iris-Distance database. 

4. MODELING THE HUMAN VISUAL SYSTEM 
 
Of our five senses, vision takes the most important 
place in the brain. It is the one that uses the most 
neurons in our brain [24]. Many researchers have 
been interested in the functioning of the Human 
Visual System. The knowledge of it is of crucial 
interest in Image Processing. Indeed, most 
applications are intended to provide images 
evaluated and exploited by humans. 
 
The Human Visual System is a multi-sensor system 
with a high-performance interpretation and 
recognition capability. 
 
In this section, we briefly discuss the modeling of 
Human Visual System frequently used in Digital 
Image Processing. It derives, mainly, from its 
biological and functional structure as well as from 
psychophysical experiments [25] and [26].  
 
A comprehensive description of both the 
anatomical aspects of Human Visual System and 
the visual models of the literature is given in[15]. 
 
The modeling of the Human Visual System in 
perceptual channels considered here, widely 
described, inter alia, in [15], [24], [25]and [27], is 
given in Figure 5[15]. It consists of four radial 
frequency domains, called rings, indexed from I to 
IV.  
 
The ring I corresponds to the spatial frequencies 
between 0 and 1.5 cy/d° (cycles per degree). 
Domain II corresponds to frequencies between 1.5 
and 5.7 cy/d°, domain III at frequencies between 
5.7 and 14.2 cy/d° and domain IV at frequencies 
between 14.2 and 28.2 cy/d°[9]. 
 
The angular selectivity depends on the frequency 
domain considered. There is no selectivity 
highlighted for low frequencies (ring I). For 
domain II, an angular selectivity of 45° was 
measured in which four channels oriented for this 
domain, indexed from 1 to 4, were defined. For 
domains III and IV, the angular selectivity 
measured was 30°. For each of these two domains, 
six oriented channels, indexed from 1 to 6, are 
defined[25]. It should be noted that the band widths 
of crowns II, III and IV are respectively 1.9 
octaves, 1.3 octaves and 1 octave[27]. 
 
We use Human Visual System behavior modeling 
to extract the relevant information from face and 
iris images. The images of the face and iris come 
from the contours detection phase and from the 
segmentation phase respectively. 
 
The representation space is therefore decomposed 
into seventeen visual channels distributed as 
follows [15]: 
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- A mono-directional BF channel without angular 
selectivity. 

- Three radial frequency bands decomposed into 
angular channels whose number depends. on the 
radial band considered: 
 One band (zone II) 1.5 cy/d° containing four 

angular channels (45°). 
 Two bands (zone III) 5.7 cy/d° containing six 

angular channels (30°). 
 Three bands (zone IV) 14.2 cy/d° containing 

six angular channels (30°). 
 

 
 

Figure 5:Decomposition of the representation Space into 
Perceptual Channels [15]. 

 
5. CALCULATION OF CONTRAST  
 
Understanding the process of visual perception is 
an important element to consider when modeling 
the Human Visual System. 
 
In this section, we reveal the different definitions of 
contrast. One of the best known is the Michelson 
contrast, which was introduced to give a measure 
of the visibility of the interference fringes on test 
patterns whose luminance varied in a sinusoidal 
way from

maxL to minL [28]: 
 

minmax

minmax

LL
LLC M




     (1)
 

 
Where: 

maxL and minL are the maximum and minimum 
luminance values in the image. 
 
The joint use of sinusoidal test patterns and this 
definition of contrast has been very successful in 
psychophysics. This allowed in particular to study 
the sharpness of the human eye by building the 
Functions of Contrast Sensitivity (FCS). 
 
For his part, Weber defines contrast as a relative 
luminance variation ΔL on a uniform background L 
[29]and [30]. This tool has been widely used, 
among other things, to measure the visibility of 
targets. 

 

L
LC W 

      (2) 

 
This is mainly because the perception of contrast is 
local. 
 
Meanwhile, Gordon defines the notion of local 
contrast. This calculates the Michelson contrast 
between the mean gray levels of two regions [31]. 
 
Beghdadi and Negrate proposed another concept 
taking into account the strong sensitivity of the 
visual system to the contours of objects.  
 
They integrate in the measure of the local contrast 
the average level of contours estimated in the 
analysis window. This method is inspired by that of 
Gordon [32]. 
 
Peli noted the inadequacy and inadequacy of 
classic contrasts to real images. He proposed 
another definition which takes into account the 
sensitivity of the Human Visual System to spatial 
frequencies [33]. He therefore introduced the 
concept of local contrast with limited band. This 
contrast reflects the more important fact that the 
perception of a detail of the image also depends on 
its local environment[34].  
 
The calculation of the local contrast supposes a 
decomposition of the image into visual sub-bands 
and is defined by the ratio between the local 
luminance of a sub-band and the local average 
luminance relative to this channel, which, for a 
pixel considered (m, n), refers to the sum of the 
luminance of all the radial sub-bandslower than the 
sub-band. 
 
 
For a breakdown such as that illustrated in Figure 
1, this contrast is written [34] and [35]: 
 






 1

0

),(

),(),( i

k
k

i
i

nmL

nmLnmC    (3)

  
Where: i represents thi the radial channel 
The denominator represents the local average 

luminance, which corresponds to all the channels 
of spectral support lower than that of the 
݅௧௛channel. 

 
From these different definitions, we can, a 

priori, opt for local contrast with limited band, 
because it seems to us the most suitable for our 
application. 
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6. PROPOSED SYSTEM ARCHITECTURE 
 
In this section, we will explain the methodology we 
adopted in our work. The figure6 shows the overall 
architecture of our system. 
 
The enrollment, pretreatment and feature extraction 
phases are applied to each of the two modalities, 
face and iris, taken separately in order to retain 
only the representative discriminative attributes of 
the face and the iris. 

 
 

 
 

Figure 6: Overall architecture of proposed recognition 
system based on Human Visual System 

 
The two images, obtained at the end of this phase, 
undergo a Perceptual Channels Decomposition 
(PCD). This decomposition, modeling the behavior 
of the Human Visual System, exploits a set of 
seventeen  frequency channels distributed in a Low 
Frequencies channel and four radial rings. Each 
ring is broken down into angular sectors. 
 
The advantage of performing a Perceptual Channel 
Decomposition is to generate images, confined to a 
certain frequency range, perfectly uncorrelated. 
The goal of this phase is to calculate the luminance 
of each pixel. Luminance is a function of 
frequency. It represents the contrast sensitivity. 
 
As mentioned in section 2, we merge the 
characteristics of the two modalities before 
matching. At the end of this phase, we obtain 
seventeen images containing the merged 
characteristics of the two modalities: Face and Iris. 
We calculate the contrast for each of the seventeen 
luminance sub-bands from the Perceptual Channel 
Decomposition. This calculation is necessary 
taking into account the sensitivity of the Human 
Visual System to this quantity. We chose the Peli 
model to calculate the Limited Band Local Contrast 
given by the equation (3) in section 5. 
 
For the reduction of dimensionality, we proceed to 
the Principal Component Analysis. It is one of the 
best known and most used algorithms in facial 
recognition[36] and [37]. This step makes it 
possible to determine the characteristic vector.  
 
Subsequently, we calculate the distance to compare 
the characteristic vector generated with that from 

the database. This allows us to decide if we have a 
best possible match according to the entry 
presented to it. To reach the final decision, we use 
the “Majority voting” [38] and [39] algorithm 
which gives conclusive results. 
 
7. CONCLUSION  
 
Multimodal biometric systems have grown 
considerably in the areas of identification and 
surveillance. Several research works, relating to 
image processing methods applied to individual 
recognition, have been developed and have 
demonstrated their robustness, their effectiveness 
and their performance. Our approach is different 
from that proposed in the literature. 
 
In this paper, we have previously introduced the 
general concepts of biometric systems. We have 
briefly explained the main steps in the operation of 
any biometric system, in this case, enrollment, 
authentication and identification. Next, we 
discussed the modules that make up a biometric 
system: the capture module, the module for 
extracting relevant attributes, the correspondence 
module and the decision module. The pretreatment 
and feature extraction step is followed by the most 
important phase, namely, the recognition phase. We 
also approached multimodal fusion, specifying the 
objectives as well as the levels of multimodal 
fusion. 
 
A second part, of not least importance, was treated 
in this paper. We have developed a new recognition 
technique, based on the concept of the Human 
Visual System by trying to simulate or mimic 
human perception. In this context, the visual 
approach seems to be an innovative and interesting 
line of research. This approach has been 
successfully applied in several areas, such as image 
compression, degraded quality assessment, water 
marking… 
 
Our approach is focused on the Perceptual 
Channels Decomposition (PCD) in order to 
generate images, confined around a certain 
frequency range, perfectly decorrelated. For the 
extraction of the characteristic vectors, we opted 
for the Principal Component Analysis (PCA) 
 
The principle of the visual approach consists in 
exploiting one or more characteristics of the 
peripheral parts of the Human Visual System. 
These characteristics can integrate the sensitivity of 
the HVS to spatial frequencies, its sensitivity to 
local contrast, its spacio-frequency selectivity, etc. 
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During the extraction of relevant attributes, the 
image of each of the two modalities was broken 
down into perceptual channels. This decomposition 
modeled the spacio-frequency selectivity of the 
Human Visual System. Generally speaking, this 
decomposition uses a set of seventeen channels, 
each adjusted to a given frequency and radial 
frequency band. The seventeen images output from 
this Perceptual Channels Decomposition 
(PCD)contain the same spatial information but are 
perfectly decorrelated from a spectral point of view. 
 
We calculated the Local Contrast with Limited 
Band for each image. Local Bandwidth Contrast, 
which models the sensitivity of the Human Visual 
System more to contrast than to luminance, has 
shown its value in image processing. It is the 
calculation of this magnitude that simulates the 
behavior of the Human Visual System.  
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