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ABSTRACT 
 
The article describes a new method of threshold satellite 
image, based on the optimization multi-objective for 
segmentation of Worldview images and funded on the Tsallis 
and the Rényi entropies, allowing the evolution of the satellite 
image classification. Owing to the goal of achieving a large 
classifying all unclassified pixels by the previous method in 
2017 in our research laboratory. An improved analysis and a 
multi-objective optimized thresholding method was 
proposed. Firstly, we are calculate the optimal thresholds with 
respect to the criteria retained such as the Tsallis criterion and 
the Rényi criterion. Lastly, we are challenging the 
performance of our method to that developed previously in 
2017. The new method effectiveness evaluation confirmed by 
the calculation of the evaluation criterion related on both the 
Levine and Nazif criterion and the Mean Squared Error 
criterion. The results obtained by our approach were very 
satisfactory. It was been shown that the method overcomes the 
difficulties of the method previously developed in 2017 and 
obtained results that are more precise. In particular, for 
synthetic images, the segmentation accuracy increases by 
81.16% and for the satellite images, the segmentation also 
improves enormously, and the accuracy of the overall 
classification of Worldview images increases by 97.21%. 
Therefore, the new method based on multi-objective 
optimization contribute significantly to performance. 
 
Key words: Optimization multi-objective, Segmentation, 
Tsallis and Rényi entropies, Worldview Image.  
 
1. INTRODUCTION 
 
The extraction and the analysis of image data is an essential 
step for image segmentation. In the current article, we 
propose an improved thresholding technique founded on 
Tsallis and Rényi entropies for Worldview image 
segmentation. 
 
 
 

 

First, we explore the centers of gravity of each gray-scale 
image region and the corresponding thresholds in their 
histograms according to Mechkouri et al. [1, 2], Sarala et al. 
[3] and Zennouhi et al. [4]. In order to reveal the opportunity 
of our proposed method, we compared it with that developed 
in 2017 by EL Joumani et al [5]. Secondly, we will evaluate 
our algorithm by the image segmentation of the desert 
environment.  
 
The empirical results of our method show that the Tsallis and 
Rényi entropies offer competitive segmentation performances 
compared to the results of the formerly method [5]. Therefore, 
they depict the validity of our method; we will test and apply 
them to synthetic images and evaluate our Worldview image 
segmentation algorithm of the desert environment.  
 
Our article designed as follow: The first part of this article 
offering the description of multi-objective optimization 
approach. The second one introduces the Levine and Nazif 
criterion, and the mean of squared error criterion -MSE-. The 
third one presents the Worldview image we used in this study. 
The quarter one exposes the experimental outcomes and the 
discussion. The last one gives the conclusion. 
 
2. DESCRIPTION OF THE METHOD  
 
Optimization theory derives from multi-objective 
optimization while allowing the concomitant optimization of 
several design objectives. The resolution of the 
multi-objective optimization problematic done in the same 
way as a classic problem with a lone objective. The objective 
is to categorize a set of values for the design variables that 
simultaneously optimize functions for multiple purposes.  
Generally, in the case of simple objective optimization, the 
solution obtained by the optimization of each separate 
objective cannot represent a possible solution for the 
multi-objective problem.  
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2.1 Objective Function 
The objective function proposed by Nakib et al. [6] allows 
using the multi-objective optimization approach to find the 
optimal thresholds of some criteria. Since then, the optimal 
threshold for each criterion does not approve the conclusion 
of a satisfactory image segmentation. Nakib define a 
multi-objective function applied a multilevel image 
thresholding (such as medical images) as follows: 

 (1) 

This function has evidently been successful, but it showed its 
limits. Hither, we propose optimal thresholds that allow 
optimizing a set of criteria. The method of thresholding built 
on two criteria: 

 Tsallis entropy criterion and 
 Rényi entropy criterion  

Accordingly, to increase the quality of the segmentation we 
suggest to modify this objective function by replacing the 
criteria of the moderate variance in the class and the global 
probability of error by the criteria of the entropy of Tsallis and 
the entropy of Rényi successively, we can take into account as 
follows: 

 (2) 

Where  
  the Tsallis’s entropy is developed in the 

subsection §2.2; 
  the Rényi’s entropy is developed in the 

subsection §2.3; 
 T is the vector of thresholds: 0 < T1<T2<…< Td-1 < 

255;  
 w1 = 1 − w2 ; 

 ; 

 d is the number of the Gaussians ; 
 σi is the deviation standard of the ith Gaussian 

probability density function; 
 σHistogram is the deviation standard of the original 

histogram. 
The acceptance of these two criteria in the threshold 
algorithm established by the introduction of two parameters: 
w1 and w2. So, w1 and w2 are the weighting parameters and 
make it possible to reach the limit of the feasible domain. This 
operation used when the purpose of the segmentation is to 
isolated the target from the original image. 
 
The objective of this method is to amplify the information on 
the position of the optimal threshold, which lets us to achieve 
a good segmentation. In this sequel, we discuss the different 
criteria that we will maximize later for the multilevel image 
threshold process; like the Tsallis and the Rényi entropies 
criterion. 

2.2 Tsallis Entropy Criterion 
Tsallis proposed a new form of entropy built on a 

generalization to a parameter of the Boltzmann-Gibbs- 
Shannon entropy [7], which known as "Tsallis entropy". It 
defined as follows: 

 
(3)

 
Where k is the total number of possibilities of the system and 
q is the real number designating the entropic index, which 
characterizes the degree of no-extensively.  
 
In the case of an image by K-gray-levels, let pi=p1, p2…pK the 
probability distribution of the levels. For the gray-levels t, a 
two-level threshold assumed. In [8], two classes introduced, A 
and B, and their probability distributions: 

Class A:  
(4)

 

Class B:  
(5)

 
Where 

 
(6)

 
The a priori Tsallis entropy for each distribution defined as: 

 
(7)

 

 
(8)

 
Where  represent the Tsallis entropy of each individual 
class who has depended on the threshold t. The Tsallis 
entropy total of the image written as follows [15]: 

 
(9)

 
In computer vision and image processing, the decrease of a 
gray level image to a binary image obtained through a 
clustering-based image thresholding. Let us take a 
k-grayscale image again, with a distribution of probabilities, 
pi = p1, p2… pK. Let us assume some thresholds t1, t2… tm for 
the gray levels. Some classes should be introducing; their 
probability distributions are by Sparavigna [9] as follow: 

(1):  
(10)

 

(2):  
(11)

 

… 

(m):  
(12)

 

(m+1):  
(13)

 
Therefore, we have: 
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(14) 

2.3 Rényi Entropy Criterion 
We take into account the limitations of Shannon measure in 
certain situations; Rényi [10] took the initial step and 
generalized the Shannon measure. To tackle the weakness of 
the Shannon measure in some situations, Rényi entropy took 
the primary step and proposed a parametric measurement of 
the information.  
In the literature, applications of Rényi's entropy cover several 
arenas ranging from biology to medicine, through genetics, 
linguistics and economics, to electrical engineering, 
computer science, geophysics, chemistry and physics 
[11].The Rényi's entropy measure of the α order of an image 
defined as [11, 12]: 

 
(15)

 
Where α is a positive real parameter and α≠1. Since 
Shannon’s entropy, measurement is a singular case of the 
Rényi entropy for α →1. Let pi = p1, p2… pK be the probability 
distribution for a k-grayscale image.  
 
From this distribution, we develop two probability 
distributions, the first one for the object (class A) and the 
second one for the background (class B), given by: 

Class A:  
(16)

 

Class B:  
(17)

 
Where 

 (18)
 

The Rényi’s entropy of order α for each distribution defined 
as: 

 
(19)

 

 
(20)

 
 depends parametrically on the threshold value t for the 

object and the background, and written as follows: 

 
(21)

 
For an image, the whole distribution is divided into N number 
of classes C = (C1, C2, C3, …, CN). Then Rényi's priori for each 
distribution defined as [10]: 

 
(22)

 

 
(23)

 

… 

 
(24)

 
With: 

 
(25) 

Here pi is the normalized histogram and L is the highest grey 
level intensity. 

 
(26) 

 
3. EVALUATION OF CRITERIAN  
 
In this work, the implementation of the new multi-objective 
optimization technique founded on the Rényi and the Tsallis 
entropies requires a reliable quantitative and qualitative 
evaluation. For this, we present in this section the evaluation 
criteria: namely the Levin and Nazif criterion and the mean 
square error criterion. 
 
3.1 Levine and Nazif Criterion 

a. Intra-region uniformity 

One of the most intuitive criteria for quantifying the eminence 
of a segmentation result is the intra-region uniformity. 
Allowing to Weszka et al. [13], Levine and Nazif [16] and El 
Joumani et al [5] the criterion of intra-region uniformity is as 
follows: 

 
(27) 

Where 
 IR corresponds to the segmentation result of the image 

in a set of regions R = {R1,…,RNR} having NR 
regions, 

 Card(I) corresponds to the number of pixels of the 
image I, 

 gI(s) corresponds to the gray-level intensity of the 
pixels of the image I and can be generalized to any 
other characteristic (color, texture …). 

b. Inter-region disparity  

Complementary to the intra-region uniformity, Levine and 
Nazif defined a disparity measurement between two regions 
to assess the dissimilarity of regions in a segmentation result 
[16]. The formula for total disparity between regions defined 
as follows: 
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(28) 

Where is a weight associated to Rk that can be dependent 
of its area, for example, is the average of the gray-level of 
Rk. can be generalized to a feature vector computed on 
the pixels values of the region Rk such as for LEV1. 

corresponds to the length of the perimeter of the region 
Rk common to the perimeter of the region Rj. This type of 
criterion has the advantage of penalizing the over 
segmentation. (Formula intra-inter region) 

c. The intra-inter-region dissimilarity 

Note that the intra-region uniformity can combined with the 
inter-region dissimilarity by using the following formula: 

 
(29)

 
Where is number of combinations of two regions among 
NR. 
This criterion combines intra-region and inter-region 
disparities. Intra-region disparity calculated by the 
normalized standard deviation of gray levels in each region. 
The inter-region disparity calculates the dissimilarity of the 
average gray level of two regions in the segmentation result. 
 
3.2 Mean Squared Error Criterion 

Mean Square Error criterion (MSE) is computed 
pixel-by-pixel by adding up the squared difference of all the 
pixels and dividing by the total pixel count. MSE of the 
segmented image can calculated by using the equation given 
by Gobindchandra et al. in [14] as below: 

 
(30)

 
Where, M and N are the number of rows and columns in the 
input image respectively. While, GI and SI are the original 
and segmented image. MSE must have a lower value to have a 
higher quality segmented image. 
 
4. WORLDVIEW IMAGE DATA 
 
The Worldview image (Fig. 1) retained for this work is a 
selected zone of Laâyoune-Sakia-el-Hamra province, 
southwest of Morocco, delimited by longitude 
φ=-13°35’62.51” W and latitude λ = 27°37’49.30”N. This 
image captured on February 16, 2013 at 11:45:25 pm. We 
used the panchromatic band (see the characteristic in Table 
1). For this work, we are interested in a variety of samples of 
the Worldview image and red counters on the image (Fig. 2) 
delimit these selected areas of interest. 
 
Table 1: Characteristic of Panchromatic Worldview image 

Band Wavelength 
(nm) 

Spatial 
resolution (m²) 

Panchromatic 450 - 800 0.55 x 0.55 
 

 

   
 Figure 1: Area of study – Worldview Image  Figure 2: Worldview Image – Zone of Interest 
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5. EXPERIMENTAL RESULTS AND DISCUSSION 
 
To improve our algorithms, we test at first the synthetic 
images of gray level types, the synthetic images taken from 
database [17] and we validated at second for the very high 
spatial resolution satellite images of Worldview. For this 
work, q = α = 0.5 is considered in both formulas (Eq. 14) and 
(Eq. 26). 
 
In the first phase of experimentation, we tried on the synthetic 
images to evaluate the method provided. To study the 
influence of small regions, the first image we preferred 
contained a texture. We observed that the values of the 
inter-region, intra-inter-region and MSE criteria of our 
proposed method are lower than those provided by the method 
[5], and the intra-region criterion values are superior. The 
same findings obtained when processing other synthetic 
images having different morphological properties. Figure 3 
presents the segmented results for synthetic images. In 
addition, the table 2 illustrate the results obtained by our 
method and their challenging with the method [5]; it  

authenticates that the good results obtained by our developed 
method. 
In the second experimental phase, we applied the algorithm to 
a Worldview image. By adjusting the threshold and the 
filtering coefficients to segment each image, we also compute 
their centers of gravity as well as their evaluation for Levine 
and Nazif criterion and the mean squared error criterion MSE 
for the proposed method and the comparative method. To 
evaluate the quality of the segmentation results of the real 
images, which habitually covers numerous unidentified 
degradations, the second phase of this comparative 
experimental study conducted accordingly and evaluated 
using a real gray level image and of a set of VHSR satellite 
images. And from the segmentation images (see Figure 4) and 
the evaluation criterion values obtained in the table (Table 3), 
which were consistently lower than those obtained when 
using the method [5], the multi-objective optimization 
provides more stable and reliable results, especially in the 
case of high-resolution satellite images. 
 

 
Table 2: Values of Levine and Nazif and MSE evaluation of criteria for synthetic images 

Imagery Threshold filter 

Intra-region criterion 
of Levine and Nazif 

Inter-region criterion 
of Levine and Nazif 

Intra-inter criterion 
region of Levine and 

Nazif 
MSE 

Previous 
method 

Proposed 
method 

Previous 
method 

Proposed 
method 

Previous 
method 

Proposed 
method 

Previous 
method 

Proposed 
method 

ImagSynt
1 3 3 0.0097 0.0110 0.1555 0.1497 0.5318 0.5295 1.0714e+04 1.0702e+04 

ImagSynt
2 3 3 0.0023 0.0024 0.1865 0.1835 0.5204 0.5195 2.6643e+03 2.6575e+03 

ImagSynt
3 0.01 0 0.0043 0.0124 0.3301 0.2495 0.5394 0.5387 5.5009e+03 5.5000e+03 

ImagSynt
4 4 1 0.0590 0.0760 0.2880 0.2485 0.5398 0.5687 1.6601e+04 1.6568e+04 

ImagSynt
5 3 0 0.0117 0.0299 0.2187 0.1712 0.5408 0.5397 6.4119e+03 6.3860e+03 

ImagSynt
6 2 1.5 0.0143 0.0421 0.2057 0.1811 0.5493 0.5483 9.4947e+03 9.4334e+03 

 
Image Previous method Proposed method 

Im
ag

Sy
nt

1 

   
Threshold vector 115 110 
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Im
ag

Sy
nt

2 

   
Threshold vector 61 56 

Im
ag

Sy
nt

3 

   
Threshold vector 86    89 73   107 

Im
ag

Sy
nt

4 

   
Threshold vector 127   130 88   163 

Im
ag

Sy
nt

5 

   
Thresholdvector 61    64   127 56    69   106 
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Im
ag

Sy
nt

6 

   
Threshold vector 43   113   132 64    97   123 

Figure 3: Segmentation result for synthetic images; 
 
 

Table 3 :Values of Levine and Nazif and MSE evaluation of criteria for panchromatic images 

Imagery Threshold filter 

Intra-region 
criterion of Levine 

and Nazif 

Inter-region criterion 
of Levine and Nazif 

Intra-inter 
criterion region of 
Levine and Nazif 

MSE 

Previous 
method 

Proposed 
method 

Previous 
method 

Proposed 
method 

Previous 
method 

Proposed 
method 

Previous 
method 

Proposed 
method 

ImagSat1 4 1.5 0.1185 0.1309 0.1284 0.1131 0.5354 0.5317 4.2118e+04 4.1987e+04 
ImagSat2 3.9 1.5 0.1319 0.1398 0.1619 0.1476 0.5480 0.5411 3.5385e+04 3.5299e+04 
ImagSat3 5 1.5 0.2283 0.2288 0.1741 0.1264 0.5315 0.5230 4.3872e+04 4.3730e+04 
ImagSat4 4.6 1.5 0.0967 0.0965 0.1268 0.1032 0.5442 0.5385 4.4796e+04 4.4679e+04 
ImagSat5 3 0 0.2019 0.2345 0.0938 0.0920 0.5207 0.5195 4.7283e+04 4.7149e+04 
ImagSat6 2 1.5 0.0641 0.0693 0.0730 0.0719 0.5340 0.5319 4.3321e+04 4.3261e+04 
 

Image Previous method Proposed method 

Im
ag

Sa
t1

 

Threshold vector 202   253 194   230 

Im
ag

Sa
t2

 

   
Threshold vector 183   253 177   218 
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Im
ag

Sa
t3

 

Threshold vector 195   253 198   226 

Im
ag

Sy
at

4 

  
Threshold vector 127   130 192   226 

Im
ag

Sa
t5

 

   
Threshold vector 208   219   253 200   218   233 

Im
ag

Sy
nt

6 

   
Threshold vector 200   215   253 195   215   233 

Figure 4: The Segmentation result for panchromatic images; 
 
According to the evaluation, criteria of Levin and Nazif and 
the mean squared error and following the comparison of the 
results obtained by the two methods. We clearly distinguish 
both for the synthesis images and for the satellite images that 
our proposed method: Multi-Objective Optimization for 
Worldview Image Segmentation Funded on the Entropies of 
Tsallis and Rényi, is much better than that of El Joumani et al 
[5]. This shows the novelty of our proposed method and 

confirms that our research work is obviously a significant 
progress. 
 
6. THE INFLUENCE OF PARAMETERS Q AND Α IN 
IMAGE SEGMENTATION 
 
Image thresholding based on Rényi's entropy and image 
thresholding based on Tsallis entropy are two important 
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approaches to selecting the global threshold for image 
segmentation. In fact, they can provide equivalent results, 
that is, the two approaches give the same threshold when 
Sparavigna chose the same parameter in [18]. 
According to Table 4 at a result of changing of the coefficient 
q = α, the result of the specified criterion changed the norm of 
the segmentation quality as well for both the synthetic image 
"ImagSyn5" and the satellite image "ImageSat5", and thus, 
according to Figure 5 we find the same result for both images 
("ImagSyn5" and "ImagSat5").  
 
 

We ascertain that (q=α) was the sole specified parameter 
identifying the segmentation quality. 
 
 
 
 
 
 
 
 
 

Table 4: Different result of the specified criterion with q = α 

q = α 
ImgSynt5 ImagSat5 
LEV1 LEV2 LEV3 MSE LEV1 LEV2 LEV3 MSE 

0.25 0.1716 0.0124 0.5402 6.3825e+03 0.0920 0.2345 0.5195 4.7149e+04 
0.50 0.1704 0.0120 0.5400 6.3791e+03 0.0920 0.2345 0.5195 4.7149e+04 
0.75 0.1714 0.0118 0.5397 6.3804e+03 0.0982 0.2351 0.5244 4.7326e+04 
1.25 0.2380 0.0385 0.5218 6.3525e+03 0.0910 0.1755 0.5128 4.7200e+04 
 

Figure 5: Different segmentation result of the specified criterion with q = α; 
 

7. CONCLUSION 
 
In this work, we have proposed a new multi-objective 
optimization method for image segmentation based on the 
entropies of Tsallis and Rényi. We applied this method on 
VHSR satellite images, which allows optimal separation of 
the different classes of gray levels in an optimal way 
according to some criteria. 
 
We applied our method according to the segmentation of 
multiclass images such as synthetic images and the 

Worldview image samples in order to evaluate the proposed 
function with respect to the previous method [5]. The 
evaluation of the segmentation by the introduction of Levine 
and Nazif evaluation criteria and the mean square error shows 
that the new method developed gives the better result than the 
previous method [5]. 
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Image               q = α  0.25 0.50 0.75 1.25 

Im
ag

Sy
n5

 

     
Threshold vector 55    67   109 54    67   106 55    67   105 62    63    68 

Im
ag

Sa
t5

 

     
Threshold vector 200   218   233 200   218   233 200   230   253 215   217   232 
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