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ABSTRACT 
 
The major reason of performance drop in person re-
identification (re-id) models is domain gap between various 
datasets. Each person re-id dataset is different from other 
dataset because of change in lightning conditions, camera 
angle, pose, illumination, background and resolution. This 
results in domain gap between these datasets and leads to 
performance drop in person re-identification models. The 
domain gap not only exits between distinct datasets but it is 
also present in a dataset which contains images taken from 
multiple cameras. Generative Adversarial Networks (GANs) 
have achieved successful results in various fields, especially 
for image-to-image translation. In this paper, we propose an 
unsupervised domain adaptation method based on 
ComboGAN and Xception to perform cross-dataset and 
camera style translation. Our framework generates images in 
different styles of a single person according to various 
domains. Experimental results show the effectiveness of the 
proposed model on two popular re-id datasets Market-1501 
and PETA. 

Key words: Person re-identification, Camera Style 
Transfer, GAN, Xception 

1. INTRODUCTION 
Person re-identification (re-id) is a very famous field 

because of its research significance and applications. It is a 
task of identifying a person who has previously been located 
over a camera network [1]. The ultimate purpose of any 
surveillance system is to understand and analyze the scene 
and decide either the given person has already been 
observed by some camera network or not. Although 
performance of person re-id has been increased a lot in past 
years but still this field is facing many issues such as 
viewpoint and pose changes, complex scene, lightening 
variations and large number of identities in a camera 
network. The appearance of a person in one camera is 
different as compared to appearance captured by some other 
camera which is called domain gap [2], [3], [4]. 
Traditionally, handcrafted algorithms and small-scale 
techniques were used to perform person re-id.  Recently, 
many deep learning techniques have been used in person re-
id tasks because of emergence of very large and complex 
datasets [5]. Deep learning methods have obtained high 
accuracy as compared to handcrafted methods on datasets 
iLIDS, CUHK01, CUHK03, Market-1501 and PRID450S.  

 
Especially, Generative Adversarial Net (GAN) variants 
helped to solve problems of domain gap, pose estimation for 
person re-id [6]. The main disadvantage of deep learning 
models in person re-ID is limited training data. For example, 
VIPeR contains only two images for a person. In real 
applications, the existing datasets are not enough to deal 
with large number of identities [5]. Moreover, there is 
another major problem for person re-id datasets i.e., domain 
gap. It means performance of person re-id model which is 
trained on one re-id dataset does not gives satisfactory 
results on testing dataset. Annotating new datasets is 
difficult, time consuming and costly. Therefore, it is 
important to reduce the domain gap between person re-id 
datasets [2]. To address these issues, we perform multi-
domain style adaptation (or style translation) on person re-id 
datasets with an unsupervised domain adaptation method 
based on ComboGAN [7] and Xception. Our main 
contribution in this paper are: 
 We perform cross-dataset and camera style translation 

to bridge domain gap between different re-id datasets 
with an unsupervised domain adaptation method which 
is based on ComboGAN. 

 We use Xception to quantitatively evaluate the 
translated images and perform comparative analysis. 
The rest of paper is organized as follows: Section 2 

explains related work about person re-id and style 
translation with GAN. Section 3 describes our methodology 
and models to perform style translation. Experiments and 
results are explained in section 4. Conclusion is given in 
section 5. References are delineated at the end. 

 
2. RELATED WORK 

2.1 Image-to-Image Translation with Generative 
Adversarial Networks 
In past few years, impressive results have been obtained 

in the field of Image-to-Image (I2I) translation with 
different supervised and unsupervised models of Generative 
Adversarial Network (GAN). There are many examples of 
I2I such as super resolution, colorization, image synthesis, 
style transfer and domain adaptation [8], [2]. The aim of I2I 
is to learn a mapping function among various visual 
domains. BicycleGAN [9] and Pix2Pix [6] are supervised 
image-to-image translation methods proposed by Zhu and 
Isola, respectively. Unsupervised image translation task is 
very challenging to perform because it is difficult to find 
correspondence among images from two different domains 
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when there is no paired images as an example [10]. In 2017, 
CycleGAN [11],  DiscoGAN [12], and DualGAN [13] were 
proposed to perform unsupervised image-to-image 
translation tasks. They used two mapping function (forward 
and inverse) and cycle consistency loss to perform image 
translation without paired data [14]. Other unsupervised 
models for image-to-image translation are XGAN [15], 
StarGAN [16], UNIT [17], DA-GAN [10], and 
PairedCycleGAN [18]. Anoosheh et al. [7] proposed 
ComboGAN which is an extension of CycleGAN model for 
multiple domain style transfer. Our work is based on 
ComboGAN for multi-domain style transfer on person re-id 
datasets. 
2.2 Unsupervised Domain Adaptation for Person Re-
identification 

Unsupervised Domain adaptation (UDA) has got 
attention in past few years that learns cross-domain mapping 
i.e., from source domain to target domain. In UDA, we have 
provided labeled source domain with unlabeled target 
domain. For target domain, it learns a discriminative 
representation. Domain adaptation is sometimes referred as 
transfer learning [19], [20], [21]. Different models were 
proposed which perform style transfer for domain adaptation 
[8], [22]. Our work performs multi-domain style transfer for 
person re-id models. In case of person re-id, UDA assumes 
that the source and target domains contain different 
categories or classes (person as different classes) which 
makes it more complex and challenging [23]. Recent work 
of UDA focused on decreasing gap between the source and 
target domains. Like, Deng et al. [24] proposed SPGAN 
(Similarity Persevering Image Generation) to learn domain 
adaption for person re-identification tasks. Zhong et al. [4] 
proposed camera style adaptation method which used LSR 

(Label Smooth regularization) loss along with CycleGAN to 
remove noise and over-fitting in translated images. They 
considered camera styles as different domains in Market-
151 and DukeMTMC-reID datasets. As domain gap also 
exits in a dataset because of illumination, camera angle and 
pose etc. Therefore, they aimed to reduce domain gap in a 
dataset. Another model PTGAN [2] was proposed to bridge 
domain gap between distinct re-id datasets. Other works 
include CTGAN [25], SimPGAN [26], HHL [27], IPGAN 
[23]. The aim of all this research is to increase training 
dataset for person re-id by performing domain adaptation on 
re-id datasets. 

 
3. THE PROPOSED MODEL  

In this paper, we have a single source domain and 
multiple target domains. The source domain contains set of 
images Xs with their labels Ls and person identities Ns. The 
multiple target domains contain images [ ௧ܺభ , ௧ܺమ , . . ,ܺ௧] 
and person identities Nt without labels. Our model learns a 
mapping function G: Xs → ௧ܺభ  from source domain to 
target domain in an unsupervised way to perform domain 
style adaptation. We use ComboGAN [7] as a base model 
with some modifications to perform cross-dataset and 
camera style translation. Our work is different from other 
works because we do not use traditional re-id models to 
quantitatively evaluate the images. Instead, we use very 
recently proposed Xception semantic classifier to inspect the 
quality of style transferred images. Figure 1 shows overall 
working of our method.  

 
 

Figure 1: The proposed framework: Style transfer on PETA and Market-1501 with ComboGAN and Xception 
 
3.1 Revisit ComboGAN    
   
 Anoosheh et al. [7] proposed Image-to-Image translation 
model ComboGAN which solves θ (n2) scaling problem in 
CycleGAN. It uses encoders and decoders by decoupling 
generators. During inference process, any image y from 
domain Y can translate into style of domain Z with the help 
of these encoders and decoders. It is mathematically 
expressed in equation 1. With the increase of domains, the 
number of generators linearly scales with a pair of encoder 
and decoder. The model performs training by covering all 
domains uniformly. The discriminator in ComboGAN works  
 

same as in CycleGAN. Also, ComboGAN has same 
architecture like CycleGAN except the extension of 
domains. The network specifications of ComboGAN is 
explained in Fig. 2. For multi-domain case, the encoder 
output is suitable for any other decoder. It uses same losses 
as of CycleGAN i.e. adversarial loss and cycle consistency 
loss. But it replaces the negative log-likelihood loss function 
by mean-squared loss. During training, ComboGAN 
randomly selects any two domains Y and Z from i = {1, 2, 3 
. . . n} domains. Then, uses two mapping functions i.e., G: 
Y→ Z and inverse function I: Z→Y. The adversarial loss for 
G and I is expressed in equation 2 and 3. 
 
z= GZY(y) =DecoderZ EncoderY (y)                         (1) 
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Ladv (G, DZ, Y, Z) = 
                  ॱz [(DZ (z)-1)2] + ॱy [(DZ (G(y))2]                                                             
                                                                                (2) 
 
Ladv (I, DY, Z, Y) =  
                     ॱy [(DY (y)-1)2] + ॱz [(DY (G(z))2]                                                                             
                                                (3) 

 
Where Dz and Dy are two different discriminators which 
differentiate generated images from source domain. Further, 
they used cycle consistency loss that makes sure after style 
translation, image should retain its original state i.e. G (I(z)) 
≈ z and I(G(y))≈ y and it is expressed in equation 4 [6]. 
 
Lcycle (G, I, Y, Z) = ॱy [|| I(G(y))-y ||1] +  
ॱz[|| G(I(z))-z||1]                                                        (4) 
 

The overall loss function for ComboGAN is described in 
equation 5. Where λ is a hyper-parameter for adjusting 
weight and usually its value is 10. 
 
 Lossfull= λ Lcycle (G, I, Y, Z) + λ Ladv (G, DZ, Y, Z) + 
 λ Ladv (I, DY, Z, Y)                                                    (5)       
  

 
Figure 2: Network specifications of ComboGAN. N=Neurons, 

S=Stride, K=kernel, RES= Residual 
Block, Conv=Convolutional layer, Dconv= transposed 

convolutional layer. 
 

3.2 Cross-dataset and Camera Style Transfer with 
ComboGAN 
 
In original ComboGAN, 14-painter dataset and Alps 

images were used to perform multi-domain image style 
translation. This is related to our work because we want to 
perform multi-domain style translation on person re-id 
datasets. Therefore, we keep the underlying foundation of 
ComboGAN same and adopt different weight initializing 
method for ComboGAN. Instead of using simple weight 
initialization, we use Xavier weight initialization [28], [29]. 
By following [28], we use Instance normalization in both 
generator and discriminator because Instance normalization 
performs better as compared to batch normalization for style 
transform. Also, we set λid=1 because it gives better results 
as compared to λid =0 and use the PatchGAN discriminator 
[25]. All images are scaled to 128×128×3 for PETA dataset 
and 256×256×3 for Market-1501 dataset. 

 

3.3 Xception Classifier 
There are different ways to quantitatively evaluate the 

generated images. Mostly recent works used pre-trained 
classifiers which semantically measure the generated 
images. In this paper, we use classification accuracy as a 
metric to evaluate the performance of the model [28]. Our 
work is different from other works because we do not use 
common re-id models to quantitatively evaluate the 
translated images of re-id datasets. Instead, we use Xception 
classifier to inspect the quality of generated images. There 
are various deep learning image classifiers such as VGG 
[30], ResNet50 [31], Inception V3 [32] and Xception [33]. 
Among them, Xception is the latest one proposed in the year 
2017. Basically, it is an extension of Inception network and 
uses depth wise separable modules instead of inception 
modules. We train Xception with new training dataset Dtrans 
which is a combination of original and translated images. 
We set 0.5 % images in training and validation sets for both 
PETA and Market-1501 datasets. 

 
4. EXPERIMENTS AND RESULTS 

 In this section, we perform experiments for cross-
dataset style transfer and camera style transfer on PETA and 
Market-1501 datasets respectively. 

 
4.1 Datasets 
We used two state-of-the-art datasets PETA and Market-
1501 for experiments. 
       PETA dataset [34] is one of the most dynamic and 
largest person re-id dataset. It contains 19000 images with 
different resolution ranges from 17×39 to 169×365 pixels. 
This dataset is divided into ten different subsets according to 
various attributes such as scene, illumination, resolution, 
and camera angle and view point. We choose GRID, VIPeR, 
3DPeS and CAVIAR4REID among them. Other detail of 
these datasets is given in Table 1. 
        Market-1501 [35] dataset has been used for most of 
person re-id tasks. It has 32,668 images of 1,501 persons 
gathered from six different cameras. The dataset contains 
five folders bounding_box_train, bounding_box_test, 
gt_bbox, gt_query and query. As an average, there are 17.2 
images per person in bounding_box_train folder for training. 
 

Table 1: Detail of four-person re-id datasets from PETA 
Dataset GRID VIPeR 3DPeS CAVIAR

4REID 
No of 

images 
1275 1264 1012 1220 

Illuminatio
n 

Low Varying Varying Low 

Resolution From 
29x67 

to 
169x36

5 

48x128 From 
31x100 
to 236 x 

178 

From 17x39 
to 72x141 

Camera 
Angle 

Varying Ground High Ground 

Scene type Indoor Outdoor Outdoor Outdoor 
View 
point 

Frontal 
and 
back 

Varying Varying Varying 
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Table 2: Hyper-parameters of the proposed model. 
Parameters Values 

Epochs 100 
Image load size and fine 

size 
128×128×3 (PETA) 

Image load size and fine 
size 

256×256×3  (Market-
1501) 

Normalization type Instance 
Normalization 

Batch-size 1 
Decay rate 30 
β1 and β2 0.5 and 0.999 

λcycle, λidentity,   λlatent and  
λforward 

10, 1, 1 and 0.2 

Learning rate 0.0001 
 
4.2 Implementation Details 
     We used Pytorch to train ComboGAN with some 
modifications in the network. The Adam optimization 
algorithm is used with b1=0.5 and b2=0.999. All images are 
scaled to 128×128×3 for PETA and 256×256×3 for Market-
1501 dataset. One image is used as a batch and learning rate 
is set to 0.0001 which slowly decays to zero at the end. We 
enabled random crops, random flipping, and random erasing 
for data augmentation and set dropout value as 0.5 to avoid 
over-fitting in the model. Our model has various hyper-
parameters, whose values are given in Table 2. In cross-
dataset style transfer and camera style transfer, we generate 
K-1 (3 for PETA and 5 for Market-1501) fake  images while 
preserving their original ID. For cross-dataset style transfer, 
we run 100 epochs on four different domains i.e. GRID, 
VIPeR, 3DPeS and CAVIAR4REID. It took about 2 days on 
NVIDIA Tesla P100 GPU. For camera style transfer, we run 
100 epochs on six camera style domains i.e. cam1, cam2, 
cam3, cam4, cam5 and cam 6. It took about 4 days on 
NVIDIA Tesla P100 GPU. 
 
 

4.3 Results of Cross-dataset Style Transfer on PETA 
Dataset 
        We performed cross-dataset style transfer to bridge the 
domain gap which usually exits between different person re-
id datasets. For this purpose, we used PETA dataset as it 
contains images from various popular re-id datasets. We 
choose GRID, VIPeR, 3DPeS and CAVIAR4REID from 
PETA dataset and set four different domains K=4 
accordingly. The purpose was to obtain K-1 domain style 
images for a single image.  The generated images are called 
style transfer images, it means they preserve the content of 
original image but adopt the style (texture) of target image. 
Therefore, the person in the original image remains same 
and we kept same labels for both original and translated 
images. We used four generators and discriminators in 
ComboGAN and Fig. 3 shows fluctuations of loss values in 
all generators and discriminators.  
       It can be seen clearly that there is great fluctuation 
among losses of generator and discriminators in Fig. 3. The 
reason is that training of GAN is not very stable. Decrease 
in generator loss means increase in discriminator loss and 
vice versa. Therefore, it is always crucial to select 
parameters of GAN for stabilize training. At last epochs, all 
generators and discriminators losses are decreased as 
compared to initial epochs. Fig. 4 shows the style transferred 
images of PETA dataset. It can be seen that the source 
image is successfully translated into style of three target 
domains. For quantitative evaluation, we combined original 
dataset images with translated images to train Xception [33]. 
Total size of images became 13,849 after integration. The 
obtained accuracy and loss values are reported in Table 3 
and Fig. 5 for this experiment. It is clearly seen that at 10 
epoch, both losses are decreased as compared to initial 
epochs which shows the better quality of generated images. 
We compared our results with baseline ComboGAN [7] and 
SingleGAN [28]. We used same dataset with same number 
of epochs and hyper-parameters and applied original 
ComboGAN and SingleGAN on PETA dataset. Table 3 
shows comparison of our results with these models. Our 
results are better than baseline ComboGAN but slightly less 
than SingleGAN.  

 
Figure 3: Fluctuation of all four generator and discriminator loss values.       

 
 
 
 
 
 



                            Rabia Tahir  et al., International Journal of Advanced Trends in Computer Science and Engineering, 8(5),September - October 2019, 2034 - 2041 

2038 
 

Table 3: Comparison of our method with baseline ComboGAN and SingleGAN on PETA dataset 
Model  Accuracy (%) Loss (%) Validation 

Accuracy (%) 
Validation Loss 

(%) 
ComboGAN  98.46  5.62  99.65  1.30 
SingleGAN  99.74  0.7  99.96  0.32 
Our model  99.31  2.46  99.68  1.41 

 

 
Figure4: Cross-dataset style transfer on PETA dataset: The first column shows source domain and next three columns show translated image in 

the target domains. Labels on the top of images show names of datasets 
 

4.4 Results of Camera Style Adaptation on Market-1501 
Dataset   

    Large person re-id datasets such Market-1501 and 
DukeMTMC-reID possess domain gap because of camera  

 

style variations in a dataset. Market-1501 dataset contains 
images taken from six different cameras and DukeMTMC-
reID contains images taken from eight cameras. Therefore, 
domain gap also exits in a dataset because of variation in 
camera’s setting [4]. We used modified ComboGAN 

 
Figure 5: Loss and accuracy values of Xception for PETA dataset (original images + translated images) 
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Figure6: Qualitative results of Market-1501 dataset. Source image is on left side while translated images are on right sides 

to produce new training images by considering each camera 
style as a single domain. Market-1501 re-id dataset contains 
images taken from six cameras, therefore we set six domains 
and produce K-1 images for each source image (where K is 
number of total cameras). We used 12,936 images from the 
training subset of Market-1501 dataset. Fig. 6 shows result 
of camera style transfer on Market-1501. For Market-1501 
dataset, we combined 12,936 original training images with 
35,064 fake generated images. A total of 48,000 images 
were used to train Xception with 8,000 images for each 
camera style. The obtained accuracy and loss values for 
Market-1501 are reported in Table 4 and Fig. 7. We can see 
that obtained accuracy value for cross-data style transfer on 
PETA is high as compared to Market-1501. The reason is 
smaller number of images and domains in this experiment. 
However, Market-1501 dataset contains more images with 6 

different camera style images. Therefore, obtained 
classification accuracy is relatively low. Also, it takes more 
time to complete experiment of style transfer on GPU as 
compared to PETA dataset.  

Table 4: Quantitative results of both experiments on two datasets. 
Experiment Cross-dataset Style 

Transfer 
Camera Style 

Transfer 
Dataset PETA Market-1501 

Accuracy 99.31 98.96 
Loss 2.46 3.19 

Validation 
Accuracy 

99.68 95.37 

Validation loss 1.41 19.33 
No of Domains 4 6 

Time ~2 days ~4 days 

. 

 

Figure7: Loss and accuracy values of Xception for Market-1501 (original images + translated images). 

5 CONCLUSION AND FUTURE WORK  

Person re-id datasets possess different characteristics 
because of change in lightening conditions, illumination, 
and background and camera angle. Therefore, training on 

one dataset does not gives satisfactory results on other 
dataset. To achieve high accuracy for person re-id models, it 
is necessary to train that model on different datasets and fill 
the domain gap. In this paper, we proposed an unsupervised 
domain adaptation method based on ComboGAN and 
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Xception. We performed multiple experiments on Market-
1501 and PETA re-id datasets. The purpose of these 
experiments was to increase the training images of person 
re-id datasets and bridge the domain gap between these 
datasets. Due to source limitations, we compared our 
method with only two image-to-image translation models. In 
future, we aim to perform comparative analysis with recent 
and new style translation models and improve accuracy on 
complex and large re-id datasets. 
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