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ABSTRACT 

 

Computational Epigraphy plays a significant role to extract the 

information about the cultural heritage of various civilizations 

of the dynasty which includes rich political thoughts, 

literature, mythology, architecture, medicine, script evolution, 

etc. Traditionally the study of the epigraph is performed 

manually and hence the quantitative analysis of script is 

required. The proposed methodology recognizes the ancient 

Grantha script. Our approach, builds a  K-Nearest Neighbor 

predictive model, replacing the data to function as a 

classification basis. Automatically the value of K is calculated 

as it varies for several data, and is optimized in terms of 

efficiency. The advancement in computer vision techniques 

has supported various types of real-time application tasks. One 

such task is the ability to recognize a character or normally 

referred to as OCR. There are also several types of algorithms 

that can be transposed into an OCR. This work aims at figuring 

out the process behind the OCR model by using K-Nearest 

Neighbor algorithm and a basic OCR system is developed to 

identify Grantha script for generating and comparing actual 

results. The initial step is to train the machine to recognize the 

ancient character by using the classification algorithm 

K-nearest neighbor with Laplacian of Gaussian (LoG) filter. 

This framework obtained the prediction rate of 91% with 800 

samples per character for recognizing the ancient script 

 

Key words: Epigraphs; Character Recognition (OCR); 
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1. INTRODUCTION 

 

Historical period of south India is larger than 5000years with 

the powerful era which was filled with rich political thoughts, 

literature, mythology, temples and monuments surrounded 

with mysterious complex geometric structures and prediction 

made where the main idol receives the fall of sunlight, scripts 

evolution, Varmaetc.ofchera, chola, Pandya dynasty.Whereby 

their civilization extended to south east and west Asia. South 

Indian civilization has influenced more than ten countries that 

 
 

is today, there are plenty of metaphoric collection as a proof 

which is shown through their arts, culture, architect, sculptors 

and protohistoric inscription.  

 
Figure 1: Evolution of ancient script 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Palaeography of Manuscript 

Evolution of Tamil literature and writing has its various 

versions which have been named as Tamil Brahmi, Dravidian 

or tamili in the period of 3rd century. Ancient Tamil script 
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from 3rd century B.C to 5th century A. D is said as 

PallavaGrantha Script and it was refined to Vattezhuthu (601 

A. D -800 A. D).At 9th century and 10th century A.D glory 

was added to Tamil language. The civilization of kings and 

their way of life, medicine culture has been already carried by 

our ancestors from the scripts of palm and temples. There are 

various stages of development in scripts as shown in the [Fig: 

1] above and from the historical writing system to current 

modern writing and the scripts were distributed 

geographically. Brahmi script is said to be the mother of all 

scripts of Indic languages and various scholar’s instrumental 

in formatting the structure of the script with some addition of 

character and named it by region or dynasty. 
 

Archaeological data contains large quantity of ancient 

manuscripts through excavation, geological survey. The 

practice of writing reflects to the precise and categorical 

evidence of regional script. In Epigraphy the study of the 

ancient script is a significant task which will be the source of 

the quantitative linguistics particularly in the job of generating 

and converting to the digital format on contemporary 

inscription. This computed digital format possibly provide the 

descriptive notations for the ancient scripts which will the 

source of analyzing the scripts. Recognizing the contemporary 

script [Fig 2]is complex due to the multifaceted and compound 

structure. The proposed methodology is to recognize the 

historical script and decipher to contemporary script. The 

script from 11th to 13th century is given as the input and the 

first phase is to train the system with the character set of 

grantha script and the second phase is to recognize the script 

from the image and convert to the current script. 

 

OCR is a method that is used to extract the data from any form 

of documents, the scripts that are in various formats like palm, 

stone and it is optically extracted as an image. The recognition 

of this pattern is complex which contains various curves for a 

single character and the style of witting overlap with curves 

and lines. Images which contain various paragraph, text 

determined through different steps to acquire the accuracy of 

character. 

1.1 Manuscript Acquisition 

Manuscript that is collected for the process is of the image 

format and for any interpretation or analysis of various 

algorithms and methodologies has been developed to extract 

more valuable and useful information. Scanners have been 

used for the conversion of digital formats with the resolutions 

and there are chances where the image orientation may not be 

properly aligned or skewed and issues with brightness etc. 

1.2 Preprocessing 

To increase the reliability and improve the quality of the image 

for further stages of processing like RGB to gray conversion, 

binarization, noise reduction, skew detection and correction, 

thinning, slant normalization, size normalization. The first 

phase of the methodology for character recognition is 

preprocessing to improve the readability of images. 

Preprocessing is a series of techniques applied to the source 

image to minimize noise and evaluating the respective phases 

of the character recognition technique. 

 

 
Figure 3: Basic process flow 

1.3 Segmentation 

The immediate step of preprocessing is segmentation where 

the image data is modeled into the grid structure and determine 

the essential parameters of the model with the entire possible 

optimized path by line segmentation, word segmentation, 

character segmentation. Various techniquesare applied for 

feature extraction like Stroke extraction, Loop Detection, Text 

Independent Features, Generalized Discriminate Analysis, 

Discrete Wavelet Transform (DWT).Several algorithms that 

are used for segmentation are Pixel counting approach, 

Histogram Approach, Smearing Approach, Stochastic 

Approach, Water Flow approach 

1.4 Feature Extraction 

Is a technique that is used to extract character features and 

those extracted features are used for machine training. The aim 

of extracting the feature is to quantify certain pattern 

characteristics most important to a particular classification 

function. Several features were identified and used for pattern 

recognition. A large scale of the feature is considered with the 

implementation of an identification task to optimize the 

recognition efficiency or maximize the output by reducing the 

feature count. Generally used methods of extracting features 

are  based on geometric characteristics, structural features, 

spatial transformation 

1.5 Classification  

Classification models which have been effective or probably 

efficient in character recognition include Statistical methods 

(Nonparametric Methods, Bayes Decision Theory), Structural 

(string and graph matching)  and ANN techniques.A 

classification model was built with algorithms like decision 

trees and Artificial Neural network but the simple and efficient 

learning system is KNN 
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2. FRAMEWORK OF PROPOSED METHODOLOGY 

 

2.1 Overview of KNN 

Researchers have used many algorithms for Classification of 

Text like KNN, NaïveBayes, SVM, Genetic Algorithm [17]. 

One of the most successful text categorization algorithms is 

KNN.In this paper, the model is built by Multi-class 

Classification and Neural Networks for prediction and logistic 

regression for implementing vectorization. This algorithm is a 

non-parametric system of classification, which is in many 

cases simple but effective. Its nearest neighbors are collected 

for a data set to be categorized, and this forms a dataset 

neighborhood. The data set in the neighborhood are typically 

used to assess classification both with and without  weights 

concerning distance. To implement KNN, however, the 

appropriate K value should be selected and classification 

performance depends significantly on this value. The KNN 

procedure is always in a way biased by the value of k. Several 

ways are there to choose the k value, but the most common 

pattern is to execute the algorithm with several k values 

numerous times to select one of the best outputs. To allow 

kNN less dependent on k, Wang[2] suggested looking at 

various collections of nearest neighbors rather than just one set 

of non-nearest neighbors. In its simplest form, however, the 

model is generally slow, requiring O(n2) to generate a given 

instance, although it is less dependent on k and is capable of 

achieving output nearly to the best value of k. The approach 

builds a data model and uses the model to recognize the 

character. The k is automatically created in the model build 

process, Therefore, the list of selected members as a 

classification model not only decreases the number of 

classification data but besides greatly enhance the efficiency. 

 

The basic working model of KNN depends on how the 

distance is calculated the commonly used method to calculate 

the distance between data.The Euclidean distance for 

n-dimentional space is given as: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.4: Illustration of Euclidean metric 
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3. PROPOSED ARCHITECTURE 

Split the dataset into train and test ,then distribute the train data 

into sets of trains and validation.KNN Classifier, the hyper 

parameters are the number of neighbour parameter k and the 

measure of distance. In this case, we use Euclidean distance as 

the distance measure.   The parameter which is tuneable is k. 

We will use the validation data set to change the optimal value 

of k. This newly trained model will then be used to estimate the 

class for all the samples in the test dataset to calculate the 

accuracy. 

 

Figure.5: Architecture of the Proposed System 

 

3.1  Preprocessing 

Database of scripts are used for training and testing the system. 

First step to train the algorithm with a convention dataset 

subsequently carry out character recognition with the existing 

images. To denote the classes of character -give the input 

image [Fig 4] 

 

Figure 6: Input - Image 
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Figure 7:Preprocessing 

 

 

 

Figure 8:Feature vector is generated 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9:Feature vector is generated 

Feature vector is generated by taking the average of the 

intensity for each character with the standard size Model for 

this system is produced using K-nearestneighbor’s algorithm 

which possibly produce the optimal results with the focus on 

edge detection, Gaussian, Laplacefilters. After system is 

trained the next task is to predict the labels of the training set as 

shown in [Fig 7] 

 

3.2  Filtering 

 

Laplacian of Gaussian (LoG)  

 

To determine the intensity of the image rapidly laplacian 

selects a particular region for edge detection. Most frequently 

laplacian is adopted for reducing the sensitivity to noise which 

has been taken as a first step of smoothing with the 

resemblance of Gaussian smoothing filter [6]. It includes the 

Input as a grayscale image and the generates another gray level 

image as an output 

…………………………    (1) 
 

…………  (2) 

The combination of the Laplacian and Gaussian functions is 

used for smoothing Gaussian Filter 

………… (3) 

 

Figure 10: Laplacian of Gaussian 

 

Laplacian and Gaussian functions determine the second 

derivative of the image from the equation (2). Between the 

regions and outcome will be zero, positive, negative and zero 

at the sides of the image [20]. Hence the scaling should range 

from negative to positive with the scaling factor to limit the 

range of values. 

 

3.3  Feature Detection 
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Blobs create a complete portray of the image with the 

reference to the selected region. A center of gravity is 

determined as local maximum which acts as the expected point 

by the blob descriptors or said as the point operators as shown 

in the [fig 9]. The feature vector is extracted by detecting the 

edges of the image with the edge orientation and gradient 

magnitude 

 

 

Figure 11: Laplacian of Gaussian 

 

 

3.4  Classification 

To have the comparison of the characters and classify a 

database is required for which machine learning is used to train 

the data and we provide the code to teach the system to predict 

the character. When the process is completed training data is 

accommodated with the vectors linked to the character[18]. 

We retrieve the feature vector and applying the K-Nearest 

Algorithm we conclude which is the most appropriate 

character to be compared and the vector meets the threshold 

and return the actual character. By the implementation of the 

method stated above and no errors have been thrown while 

testing the training data while testing the we have attained with 

about 91% accuracy from the [Fig 13] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12:Training Data 

 

Figure 13:Training Set Accuracy 
 

The script is recognized as the class with the largest frequency 

of instances close to K.Every character is taken as the 

prediction in effect with the votes for its class and the class 

with the most votes.[19]For a new data instance, class 

probabilities can be calculated as the normalized frequency of 

samples belonging to each class in the set of most similar 

instances K.The sigmoid function is used at the output layer to 

classify the 12 class with the input image size of  10x10. 

 
Since validation accuracy is greater than Training accuracy it 

shows that the model is performing well in classifying unseen 

data and the is no overfitting fig[14] 
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Figure 14: Grantha script - KNN Model Accuracy 

 

4. PERFORMANCE MEASURE 

 

The proposed methodology has been validated and result is 

retrieved with the accuracy of 91.6% .The below chart make 

obvious with performance of stated algorithm with its input 

script. 

 

Table 1: Performance measure for various script 
 

Title of the paper 
Name of 

the script 

Algorithm 

applied 

Predict

ion 

rate 

A : Ariyaka: A PALI 

alphabet Recognition 

Script(14) 

AS : PALI 
Classification 

Algorithm 
85.3 

B : Recognition of Ancient 

Kannada Epigraphs using 

Fuzzy-Based 

Approach(13) 

BS : Ancient 

Kannada 

Script 

Fuzzy 

Classifier 
85% 

C: Developing a 

commercial grade Tamil 

OCR for recognizing font   

and size independent 

text[12] 

CS : Tamil Tesseract. 81 %. 

D : Feature Selection For 

An Automated Ancient 

Tamil Script Classification 

System Using Machine 

Learning Techniques 

DS : Ancient 

Tamil Script 

Classificatio

n 

Group Search 

Optimization 
80% 

E : Information Extraction 

and Text Mining of 

Ancient Vattezhuthu 

Characters in Historical 

Documents Using Image 

Zoning(11) 

ES : Ancient 

Vattezhuthu 

Image zoning 

method. 

89.75%

. 

F : Classification of 

Ancient Epigraphs into 

different periods using 

Random Forests[16] 

FS : Ancient 

Kannada 

epigraph using 

a Random 

Forest (RF) 

Classifier 

85% 

G : Akkhara-Muni: An 

instance for classifying 

PALI characters[8] 

GS 

:Akkhara-M

uni 

Classification 

algorithms 

85.66%

. 

H : A Combined Method HS : Ancient Contour 83.83% 

Title of the paper 
Name of 

the script 

Algorithm 

applied 

Predict

ion 

rate 

of Segmentation for 

Connected Handwritten on 

Palm Leaf Manuscripts[7] 

Thai 

language 

tracing 

algorithm 

I : Impact of Zoning on 

Zernike Moments for 

Handwritten MODI 

Character Recognition[5] 

IS : MODI Zoning 82.61% 

 

 

Figure 15:Perfomance measure 

 

5. CONCLUSION 

 

One of the widely used ancient script is Grantha which evolved 

during sixth to eleventh century and it was expanded to four 

versions named after dynasty. Grantha script slowly vanished 

by the emergence of Devanagari script. There are number of 

inscriptions accumulated by an archaeologist which has to be 

digitalized. This proposed methodology is to recognize the 

ancient script by applyingtext classification algorithm 

K-nearest neighbor by means of Laplacian of Gaussian 

(LoG) filter which can be applied by the people of Tamil 

development. The first phase of the research is to recognize the 

ancient script and the objective was achieved by the multiclass 

classification and neural network with 91.60% of efficiency. 
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