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ABSTRACT 

 

Internet of things (IoT) is a promised paradigm for developing 

smart systems and architectures. IoT is a framework where 

everyday objects can be equipped with capabilities for 

identifying, sensing, networking and processing that will 

allow them to interact over the Internet with each other and 

with other devices and services to achieve some objectives. In 

IoT, the sensing devices can collect and manage data that exist 

in their surrounding environments. So, data fusion problem is 

a major challenge for the future in order to allow highly 

effective, reliable and accurate management and 

decision-making of IoT environments. To meet this challenge, 

this paper introduces a new data fusion scheme uses a 

variational graph auto-encoder as a deep learning method for 

creating deep embedding data graph. This graph represents 

the similarities among data items which can be divided into 

groups that can be fused together to minimize the amount of 

transferred data and latency time of the collected data to the 

cloud server and the energy consumption by IoT devices. The 

conducted simulations experiments and results show that the 

proposed scheme can achieve a reasonable performance in 

terms of latency time, energy consumption, and data fusion 

accuracy compared to non-fusion schemes. 

 

Key words: Internet of Things (IoT), Data Fusion, 

Variational Graph Auto-Encoder, Embedding graph. 

 

1. INTRODUCTION 

 

Recently, internet of things (IoT) have gained considerable 

attention and played an important role in building and 

deploying of smart environment applications and platforms. 

The Internet of Things is a framework where everyday objects 

can be equipped with capabilities for identifying, sensing, 

networking and processing that will allow them to interact 

over the Internet with each other and with other devices and 

services to achieve some objective. Eventually, IoT devices 

will be omnipresent, context-aware, and allow intelligence in 

the environment [1]. IoT is set to become one of the key 

technological developments of our times provided we are able 

to realize its full potential [2]. Kevin Ashton first coined the 

concept of "Internet of Things" (IoT), where smart objects are 

connected with the Internet. 

 

Nowadays, IoT play vital role in many fields such as 

transport, agriculture, industry, and healthcare [3]. IoT is “a 

global infrastructure for the information society, enabling 

advanced services by interconnecting (physical and virtual) 

things based on existing and evolving inter-operable 

information and communication technologies [4]. The most 

prominent application areas include, for example, the 

developing of connected production sites and smart 

production systems in smart industry is frequently discussed 

under Industry 4.0. Smart security systems and thermostats 

receive more attention in the smart home or building field. On 

the other hand, smart energy solutions concentrate on smart 

meters of gas, water, and electricity. Smart transport solutions 

include, for example, monitoring mobile tickets and vehicle 

fleets. In the smart health sector, themes such as the patients 

care and the chronic diseases treatment are discussed and 

smart city technologies are being discussed, approaches such 

as real time parking capacity tracking and smart street lighting 

[4].  

 

As a result, managing data raises many challenging problems 

as data representation, data fusion, task allocation, data 

heterogeneity, sensor/actuator management, data accuracy, 

reliability and other problems. An analysis and timely fusion 

of big data that collected from IoT sources would be a major 

challenge for the future in order to allow highly effective, 

reliable and accurate decision-making and management of 

pervasive environments. Data fusion is defined as "the theory, 

techniques and tools which are used for combining sensor 

data, or data derived from sensory data, into a common 

representational format" [5]. The data fusion architecture is 

made up of three major modules: preprocessing, modeling, 

and fusion. Preprocessing is devoted to independent 

transformation of specific data streams; modeling gives 

predictions from enhanced incremental learning or batch 

models, while fusion combines them into full feature vectors. 

 

In IoT environments, there are many problems as context 

modeling [6], energy consumption [7], and data fusion. The 

challenging task is data fusion for some reasons [8]. In data 

fusion, firstly, the data is created by very complicated 

systems: economic, biological, psychological, and 

sociological that guided by various hidden processes that rely 
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on a huge variables set that there is no access to them. 

Secondly, the number, variety and nature of new questions in 

research that can be raised is very broad due to the increased 

diversity. Second, it is not an easy job to work with 

heterogeneous data sets to optimize the respective advantages 

of each data set and to suppress disadvantages. So, to obtain 

meaningful information from heterogeneous IoT data, data 

fusion techniques are used. It integrates individual sensor data 

to collectively produce a result that is more reliable, accurate 

and complete. Through IoT, integration of environmental 

knowledge can be used in different areas to improve the 

omnipresent nature of IoT. Such fields include surveillance of 

the environment, health care, crisis management, monitoring, 

managing, tracking, gathers of information, and much more. 

IoT data fusion can occur at four stages: level of decision, 

level of feature, pixel level and level of signal. 

 

Data Fusion is facing multiple challenges, which are (a) Data 

Imperfection: at times, the data of the sensor is imprecise; it 

may be unreliable and uncertain. This activity in wireless 

sensor networks is not notorious. Imperfection with the use of 

data fusion algorithms must be handled effectively. (b) 

Inconsistencies and ambiguities: impreciseness are the factors 

responsible for data inconsistencies and the environment in 

which a sensor operate [9]. In the IoT world, outer 

identification, replacement and imputation of data are critical. 

(c) Conflicting nature: conflicting data can result in results of 

counter-intuitive. The issue of data conflicting is more evident 

in the reasoning of proof belief and the combination law of 

Dempster. Due care must be taken in the data fusion algorithm 

when treating contradictory data [10]. (d) Data alignment and 

correlation: it is more prevalent in wireless sensor networks 

(WSNs) and may result in a data fusion algorithm being 

over-or under-confidence. As sensor data is converted from 

the local frame of each sensor to a specific frame prior to 

fusion, the problem of alignment is also known as a problem 

of sensor registration occurs. (e) Trivial Features: 

applications may consist of several hundred thousand sensors 

with different parameters in the IoT environment. Such 

sensed values consist of trivial and non-trivial data in big 

settings such as industrial plants and smart cities. Slight data 

processing can affect the accuracy of data fusion. The most 

important features therefore need to be extracted before data 

fusion [2]. (f) Dynamic Iterative Process: the data fusion is 

not a static process; however, dynamic iterative estimates 

need to be refined periodically in a fusion environment. No 

Amazing Algorithm: There are developments in time research 

in the area of data fusion and there are now high-performance 

algorithms. However, there is a flawless algorithm for data 

fusion. 

 

The main contributions of this paper are: 

1. Proposing a new deep embedding scheme for data fusion in 

IoT environments. 

2. Using a variational graph auto-encoder deep learning 

method for creating embedding data graph. 

3. Improving the data fusion process in terms of latency time, 

energy consumption, and data fusion accuracy for IoT 

environments. 

 

The remainder of the paper is organized as follows: Section 2 

reviews related works that are discussed data fusion in IoT. 

Section 3 describes and formulates the data fusion problem in 

IoT. Section 4 introduces the proposed data fusion scheme by 

using deep embedding and variational graph auto-encoder for 

IoT Environments. Section 5 explains the simulation and 

evaluation results. Finally, conclusion is introduced in Section 

6. 

 

2. RELATED WORK 

For several years great effort has been devoted to the study of 

data fusion problem in IoT [1]-[20]. Jara et.al [11] In order to 

understand human behavior in smart cities, used sensor data 

fusion. Their research analyzes data from the Smart Santander 

European project. The work shows how omnipresent data 

such as traffic flows and temperature can be combined to 

understand and model temperature impact on traffic flow. The 

work considers the Poisson model and shows that the Poisson 

distribution model is not always valid. In order to estimate the 

attractiveness of smart cities for visitors, Sobolevsky et al. 

[12] used sensor data fusion. The work focuses primarily on 

Spain's communities. To attract visitors in Spain, 700,000 

geotagged tweets fuse sensor data of three data sources and 

3.5 million videos and photos posted to Flickr, namely credit 

and debit card transactions performed by visitors. A city's 

attractiveness for the city's intent was described as the whole 

number of pictures, card transactions and tweets in it. The 

research provides some valuable outcomes and demonstrates 

how fusion of sensor data sets can provide perceptions into 

cities that are used by people. In general, a significant number 

of visitors are drawn by the research found by larger cities. 

There have also been some examples. For example, in Malaga 

city, there was a high level of tourists but its Flickr usage is 

very low. This is due to the fact that this city is considered 

retirement destinations and the group of visitors use fewer 

social media like Flickr. This research is an valuable data 

fusion scheme in smart cities that can assist to create 

revolutionary services for returning value to their residents 

and investors in smart cities. Antonelli et al. [13] introduced 

city sensor fusion, a large data network that gathers, 

aggregates, analyzes, and offers visual analytic from data 

streams in smart cities. The work concentrates on using of 

sensor data fusion for identifying city-scale activities such as 

day-long events, number of attracted visitors, places that 

attracted significant interest. The app fuses data from various 

forms of data sources from sensors to mobile phones to social 

media like traffic flow, weather and emissions. 

Soldatos et al., [14] are proposing OpenIoT a first-of - a-kind 

open source IoT framework that allows IoT services in the 

cloud to be inter operable semantically. OpenIoT pro-motes 

IoT silos interoperability from the system to the cloud 

services. OpenIoT is built on semantic web standards such as 

the ontology of W3C Semantic Sensor Networks (SSN), 

which provides a shared standard-based model to represent 

physical and virtual sensors, RDF to store, index and retrieve 

data, and supports virtually any IoT protocol such as CoAP, 

6LoWPAN, etc. OpenIoT also provides middle ware 

application and aggregation capabilities of sensor data at the 
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stuff and cloud. OpenIoT allows the collection of data from 

practically any sensor while ensuring that they are equipped 

with enough semantine annotation at the same time. It also 

offers a wide range of Do - it-yourself visual tools that allow 

IoT services and applications with nearly zero programming 

to be created and deployed. Another key feature of OpenIoT is 

its support for mobile sensors, allowing support for a growing 

wave of applications for mobile crowd sensing. 

Recent work by a group of MIT researchers [12] has shown 

the potential for integrating data from different sources of data 

in smart cities to recognize the attractiveness of the city. The 

work concentrates on cities in Spain and demonstrates how 

sets of big data can merge into a way people navigate cities. 

For example, a data convergence from different sources of 

data plays a critical role in the successful delivery of potential 

infrastructure in smart cities. Liu and Zhao [15] also 

recognized that most of the attempts on sensing systems today 

are domain specific with very little re usability. To solve this 

problem, they also suggested a flexible interface that is filled 

with semantics. XML data formats are used in the framework 

to store data. Service modules as the main building block in 

the system. Each service is designed to take inputs, do some 

processing and send the output back. Systems are structured to 

combine multiple services to create a dynamic service. 

Because of procedural representations, this method of 

integrating run time is feasible. This programming model 

enables the user to abstractly query sensor data and events 

without handling raw sensor data. 

Izumi et al. [16] suggested an information filter system to 

benefit the area of health care. We have a number of different 

agents in their program, such as a data stream mining agent, 

an inference agent, and a knowledge base agent. For the 

design of the framework, a multi-agent architecture is used, 

and an ontology scheme is used to store data while SPARQL 

queries are used to process data. Knowledge gathered using 

sensors is filtered based on four different perspectives: 

filtering based on individuals, filtering based on access 

policies, filtering based on location, and filtering based on 

time. Teymourian et al. [17] provide a systematic approach to 

addressing the problem of sequential event processing 

(SCEP). SCEP is a mix of systems for event management and 

semantic techniques. This research effort is not directly 

related to the fusion of sensor data. Nevertheless, to track 

activities in the IoT world, the methods used in this field can 

be paired with the analysis of sensor data streams. The system 

[18] of the Sensor Web Agent Platform (SWAP) consists of 

three layers: sensor base, information layer and device layer. 

For the design of the device, a multi-agent platform and web 

services software are used. That layer is made up of a number 

of agents capable of performing specific tasks. 

Implementation relies on a context of fire detection. It is 

possible to combine the number of different agents to respond 

or detect complex situations such as wildfire. 

3. DATA FUSION PROBLEM IN IoT (DFP) 

In IoT, data fusion of multi-sensor attempts to integrate data 

and information from multiple sources (including sensors, 

human reports and internet data) to create interfaces that 

cannot be accessed from a single sensor or source or whose 

accuracy exceeds that of a single source interface [15]. The 

data fusion problem in IoT is how to find an optimal data 

fusion method that can integrates collected data from multiple 

data sources to minimize the latency time and transferring 

cost and improving the data accuracy in IoT environments. 

This problem is called Data Fusion Problem (DFP). Here, the 

assumptions, IoT and data models will be introduced, and 

then DFP will be formulated 

 

3.1 Assumptions and IoT Model 

The proposed IoT model consists of a set of sensors, which is 

denoted as . Each sensor  may 

generate a continuous data, periodically with a specified time 

interval T (we assume that this time interval is fixed foe all 

sensors to generate their sensing data). The set of generated 

data items at different time slots by each sensor  is 

denoted as , whereas 

. Here,  is equal for all i. Assume that there 

is a time windows called TW, which is, consists of a set of a 

limited number of time slots, where . 

These generated data sets by all sensors represent different 

dataspaces (i.e., each sensor represents certain data-space).  A 

set of fusion nodes which is denoted as 

. A cloud server CS that can 

receive all collected sensed data for sensors or from fusion 

nodes. Assume that each fusion node  received a 

set of data items from different sensors which is denoted as 

, where the number of items in  is . Assume that 

each fusion node  can fuse its received set of data 

items into a new integrated set of data items which is denoted 

as  such that the number of items in 

 is less than or equal  ( the 

number of data items in ). 

 

Assume that the time delay to send one data item  

from sensor  to cloud server CS is denoted as 

. Assume that the consumed energy to send one 

data item  from sensor  to cloud server CS is 

denoted as . Assume that the time delay to send 

one data item  from fusion node  to 

cloud server CS is denoted as . Assume 

that the consumed energy to send one data item  

from fusion node  to cloud server CS is denoted as 

. 

 

For each sensor node , the total time delay cost for 

sending its data items  to CS is defined as follows. 

 

              (1) 

 

then the total time delay cost by all sensors is defined as 

follows. 

              (2) 
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where . 

 

While for each fusion node , the total time delay 

cost for sending its data items  to CS is defined as 

follows. 

 

      (3) 

 

then the total time delay cost by all fusion nodes is defined as 

follows. 

 

   (4) 

 

where . 

 

For each sensor node , the total consumed energy cost 

for sending its data items  to CS is defined as follows. 

 

         (5) 

 

then the total consumed energy cost by all sensors is defined 

as follows. 

       (6) 

 

While for each fusion node , the total time delay 

cost for sending its data items  to CS is defined as 

follows. 

   (7) 

 

then the total consumed energy cost by all fusion nodes is 

defined as follows. 

   (8) 

 

Now, the utility fusion function is defined as the summation 

of total time delay and total consumed energy costs by fusion 

nodes and is defined as follows. 

 

 
   (9) 

where  and  are the weights values for time delay and 

energy consumption costs, respectively, such that 

. 

 

3.2 Problem Formulation 

The goal of data fusion in IoT, is finding a data fusion 

mechanism, FMeck, which can map all data spaces in 

 of all sensors in S to a common data 

space CD by finding the optimal set of fused data items 

. This fusion mechanism, 

 can be expressed as follows. 

 

                                           (10) 

 

So, to satisfy this goal and based on the IoT model and 

assumptions, the DFP problem can be formulated as follows: 

          (11) 

 

such that 

 

        (12) 

 

          (13) 

 

Constraint (12) means that the total time delay cost by fusion 

node must be less than or equal to the total time delay cost by 

sensor nodes for the cloud server. Constraint (13) means that 

the total consumed energy cost by fusion node must be less 

than or equal to the total consumed energy cost by sensor 

nodes for the cloud server. 

 

4 A DEEP EMBEDDING DATA FUSION SCHEME 

USING VARIATIONAL GRAPH AUTO-ENCODER 

For solving the DFP problem, a new data fusion scheme is 

proposed called Deep Embedding Data Fusion Scheme Using 

Variational Graph Auto-Encoder, (DEDF-VGAE). 

 

4.1 Basic Idea 

DEDF-VGAE scheme is proposed to solve DFP problem for 

minimizing time delay and energy consumption costs for 

sending and collecting data in IoT environments. In addition, 

to keep the data accuracy as much as possible. The basic idea 

of DEDF-VGAE is based on: (1) Building a similarity graph 

of all data items in all data spaces in D by using Unified 

Relationship Matrix  (URM) for representing a set of 

heterogeneous data items and their relationships based on a 

certain threshold called . The resulted graph is called 

. (2) Determining the adjacency and feature 

matrices of all data nodes in the . These 

adjacency and feature matrices are denoted as  and 

, respectively. (3) Using a deep learning variational 

graph auto-encoder (VGAE) [21] to map the determined 

adjacent matrix,  of  into new 

adjacency matrix,   (as a new common data space) by 

using  and  as inputs into VGAE. (4) Fusing the 

resulted adjacency data items matrix, , into a new 

fused data sets DF in fused nodes FN. 

 

4.2 The Proposed Scheme 

The proposed DEDF-VGAE scheme consists of six phases as 

follows. 

 

A.  Collection phase 

In this phase, DEDF-VGAE scheme collects sensing data 

from all sensors every time interval T. Then updates each data 

set  of a sensor  by adding this new value in it; 

 

B. URM-Determination phase 

In this phase, the proposed scheme determines the unified 

relation matrix, URM by using certain similarity measures 

(e.g., Euclidian distance similarity or cosine similarity). URM 

represents both intra- and inter-type relationships between 
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heterogeneous data items in a unified manner. Assume there 

are N sensors  represent different data 

spaces . Data items within the same data space 

 are connected via intra-type relationships  . 

Data items from two different data spaces  and  are 

connected via inter-type relationships   

. The relationships of intra-type  can be 

described as a  matrix  (K is the whole number of 

items in data space - ). In matrix , the cell   denotes 

the relationship of intra-type from  item to  item in  

(data space). The relationship of inter-type  can be 

described as a   matrix  (K is the whole number of 

items in data space - ), where the value of cell  

represents the inter-type relationship from the  item in  

to the  item in . If we merge K data spaces into a unified 

data space US, then previous intra- and inter-type 

relationships are all part of intra-type relationships  in data 

space US. Suppose  is the matrix of , then  is a 

square matrix. The unified relationship Matrix URM   as a 

matrix that combines all the relationship matrices, as follows: 

 

URM =        

                                                                                 (14) 

 

        Here, the value each cell in URM is calculated by using 

Euclidian distance similarity measure. In addition, to take care 

of the cases in which the distance values in one matrix  or 

 are significantly larger than those in the other matrix, 

and URM is normalized to have the same scale within interval 

[0, 1]. The normalized matrix is called NURM and is defined 

as follows. 

 

NURM =           (15) 

where each element in  and  is defined as follows. 

,  

               (16) 

 

where  and  represent the 

minimum and maximum distance values among all values in 

, respectively. 

 

C. -SimGraph-Creation phase 

In this phase, DEDF-VGAE scheme creates a similarity graph 

called   by using the normalized unified 

relationships matric  and a specified real value called 

. Here, firstly, a new edge concept called  will be 

defined then  will be described. 

 

Definition 1: :  Given a two data items and , a 

real value , and a normalized similarity value between and 

 (i.e., . There is a link between and  if 

and only if the value of   and this link is called 

 between and  

 

Definition 2: : Given a set of data items , a 

real value , a normalized similarity matrix  of data 

items in .  The  is a graph  such 

that each edge between any pairs of data items  is an 

. Figure 1 shows an example for 

constructing  with two values of  which are 

0.2 (Figure 1 (a)) and 0.4 (Figure 1(c)), where 

 and its  matrix in (Figure 1(b)). 

 

 
Figure 1: An example for constructing  with 

two values of  which are 0.2 and 0.4 

 

 
Figure 2: the architecture of VGAE with its inputs (  and 

) and outputs ( )} 

 

D. Deep-Embedding phase 

In this phase, DEDF-VGAE scheme uses the created 

 to create the adjacency matrix of all data 

items in  which is denoted as . In addition, 

DEDF-VGAE scheme uses a normalized unified relationship 

matric  as a feature matrix which is denoted as . 

Finally, DEDF-VGAE scheme uses  and matrices 

as two inputs for variational graph auto-encoder (VGAE) to 

generate a new adjacency matrix called . Here,  

matrix represent a new common data space for all input data 

spaces. Figure 2 shows the architecture of VGAE with its 

inputs and outputs. 

 

E. Grouping phase 

In this phase, DEDF-VGAE scheme uses the resulted 

adjacency matrix  of Deep-Embedding phase to create 

a set of groups of all data items which is denoted as . Each 
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group in  contains the most similar data items based on 

. 

 

 
Figure 3: The architecture of the proposed DEDF-VGAE 

phases 

 

F. Fusion phase 

DEDF-VGAE scheme applies a specified fusion operation for 

each group of data items in  to map all data items in each 

group into one fused data item. Here, without loss of 

generality, a fusion operation is considered as an aggregation 

operation where each group of data items are integrated 

together to construct a new data value that sums up the data 

stream. A comprehensive aggregation list is described in [22], 

[23]. The most common data stream aggregate functions are 

Count which calculates the number of data items in a stream 

of data (i.e., ), Maximum which calculates the 

maximum value in a a stream of data (i.e., 

}. Minimum which returns the 

minimum value in a data stream (i.e., }. 

Sum which summarizes all data values in a stream of data 

(i.e., ). Moving average, MA, which returns the 

average of the data items within a stream of data window 

 (i.e., ). 

The architecture of the proposed DEDF-VGAE phases are 

illustrated in Figure 3. 

      

5 SIMULATION, RESULTS, AND EVALUATION 

 

Here, the performance of the proposed scheme DEDF-VGAE 

fuses data objects to minimize the amount of transferred data 

and latency time of the collected data to the cloud server and 

the energy consumption by IoT devices will be evaluated. 

 

5.1 Simulation setting 

For evaluating the performance of DEDF-VGAE scheme, a 

real dataset from the popular UCI Machine Learning 

Repository. This dataset is “the activity Recognition system 

based on Multisensor data fusion (AReM) DataSet”. This 

dataset contains temporal data from a Wireless Sensor 

Network generated by an actor that performs the activities: 

cycling, bending, lying down, standing, sitting, and walking. 

For each activity, 15 temporal sequences of input RSS data 

are present. The total time duration is 120 seconds and each 

reading item every 250 milliseconds. The dataset has 480 

sequences for 42240 instances. This dataset is divided into 6 

time windows (TW01, TW02, TW03, TW04, TW05, TW06) 

and all of with equal size which is 19750 milliseconds. The 

proposed DEDF-VGAE scheme is implemented by using 

keras with python platform. 

 

In addition, the different values of  are used which are {0.1, 

0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. Here, a fixed time delay 

for sending one data item from a sensor node or a fusion node 

to the cloud server is assumed which is 100 milliseconds. In 

addition, the energy consumed for sending one data from a 

sensor node or a fusion node to the cloud server is assumed 

which is 10 energy units. Finally, different values of epochs 

for VGAE deep learning method is used which are {50, 100, 

150, 200, 250, 300}. Each experiment was run for five times 

and the average values are calculated. 

 

5.2 Performance Matrices 

Here, many metrics are used to evaluate DEDF-VGAE 

scheme, which are described as follows: 

 

 

A. Time_Delay_Cost, TDC:  

TDC represents the total time delay to send data items form 

sensor nodes or fusion nodes to the cloud server. 

 

B. Minimizing_Time_Delay_Ratio, MTDR: 

MTDR represents the minimizing ratio in time delay by using 

fusion scheme DEDF-VGAE at fusion nodes with respect to 

the total time delay that are achieved by sensor nodes to send 

their data items to the cloud server. This metric can be defined 

as follows: 

 

                                (17) 

 

where  is the time delay cost that is achieved by 

fusion nodes in  with DEDF-VGAE and  is the 

time delay cost that is achieved a set of sensor nodes in . 

 

C. Consumed_Energy_Cost, CEC:  

CEC represents the total consumed energy to send data items 

form sensor nodes or fusion nodes to the cloud server. 

 

D. Minimizing_Consumed_Energy_Ratio, MCER:  

MCER represents the minimizing ratio in consumed energy 

by using fusion scheme DEDF-VGAE at fusion nodes with 

respect to the total consumed energy that are achieved by 

sensor nodes to send their data items to the cloud server. This 

metric can be defined as follows: 

 

 %             (18) 
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where  is the consumed energy cost that is achieved 

by fusion nodes in  with DEDF-VGAE and ) is the 

consumed energy cost that is achieved a set of sensor nodes in 

. 

 

E. Aggregation_Ratio, AGR:  

AGR represents a ratio between the aggregated numbers of 

data items to total number of data items. 

 

F. APScore:  

APScore represents the average precision of predicted scores. 

It summarizes a curve of precision-recall as the weighted 

average of achieved precisions at each threshold respect to the 

increase in recall from the previous threshold used as the 

weight. APScore is defined as follows: 

 

                (19) 

 

where  and  are the recall and precision at the nth 

threshold [24]. 

 

Here, the effects of different values of  and number of 

epochs will be presented and discussed. 

 

 

 

5.3 Results and Discussion 

The results of conducted simulations of DEDF-VGAE will be 

introduced and discussed. These simulations are done for two 

different parameters: (1) different values of  and (2) 

different number of epochs. In every experiment, the data is 

tested based on TDC, MTDR, CEC, MCER, AGR and 

APScore. 

 

5.3.1 The Effects of different values for  

Figures 4, 5, 6, 7, 8, and 9 show the effects of different values 

for  on the performance of DEDF-VGAE and NonFusion 

schemes when the number of epochs was 250 in terms of 

TDC, MTDR, CEC, MCER, AGR, and APScore, 

respectively. 

 

 
Figure 4: Time delay vs. -values 

   

 
Figure 5: MTDR vs. -values 

 

 

As shown in Figure 4, the time delay cost, TDC is little 

affected by values of   when   changed from 0.1 to 0.6. 

While for higher values of  which was changed from 0.7 to 

0.9, TDC increases as   increases. This is because when the 

value of   increases, the number of fused data items 

decreases and the total number of non-fused data items 

increases, which need more time delay for transferring all data 

items to the cloud server. 

 

As shown in Figure 5, the minimizing time delay, MTDR is a 

less changed by values of  when changed from 0.1 to 0.6 

which was between 28% and 38%. While for higher values of 

which was changed from 0.7 to 0.9, MTDR decreased from 

38% and 6%. This is because when the value of  increases, 

the number of non-fused data items increases which minimize 

the value of MTDR. 

 

As shown in Figure 6, the consumed energy cost, CEC is little 

affected by values of when  changed from 0.1 to 0.6. 

While for higher values of  which was changed from 0.7 to 

0.9, CEC increases as  increases. This is because, when the 

value of  increases, the number of fused data items 

decreases and the total number of non-fused data items 

increases which need more consumed energy for transferring 

all data items to the cloud server. 

 
Figure 6: Energy consumption vs. -values 
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Figure 7: MCER vs. -values 

 

 

As shown in Figure 7, the minimizing consumed energy ratio, 

MCER is a less changed by values of  when  changed from 

0.1 to 0.6 which was between 28% and 38%. While for higher 

values of  which was changed from 0.7 to 0.9, MCER 

decreases as  increases and MCER decreased from 38% and 

6%. This is because, when the value of  increases, the 

number of non-fused data items increases which minimize the 

value of MCER. 

 
Figure 8: Aggregation ratio vs. -values 

  

 
Figure 9: AP score vs. -values 

 

As shown in Figure 8, the aggregation ratio, AGR is less 

affected by values of  when  changed from 0.1 to 0.6. 

While for higher values of  which was changed from 0.7 to 

0.9, AGR decreases as  increases. This is because, when the 

value of  increases, the number of non-fused data items 

increases which minimize the value of AGR. 

 

As shown in Figure 9, the APScore increases as the value of  

increases. This is because, when the value of  increases, the 

most related data items will be fused and grouped together 

which will maximize the value of APScore. In addition, the 

value of APScore increased from 53% to 100%. 

 

5.3.2 The Effects of different number of epochs 

Figures 10, 11, 12, 13, 14, and 15 show the effects of different 

number of epochs on the performance of DEDF-VGAE and 

NonFusion schemes when the value of  was 0.7 in terms of 

TDC, MTDR, CEC, MCER, AGR, and APScore, 

respectively. 

 

As shown in Figures 10 and 11, the values of time delay cost, 

TDC and minimizing time delay ratio, MTDR are little 

affected by number of epochs. However, the nature of each 

dataset affects the values of TDC and MTDR.  As shown in 

Figure 11, the minimum and the maximum values of MTDR 

were 24% and 35% for TW06 and TW04, respectively. In 

addition, the value of TDC and MTDR by the proposed fusion 

scheme are much lower than its value by Nonfusion scheme. 

 

As shown in Figures 12 and 13, the values of consumed 

energy cost, CEC and minimizing consumed energy ratio, 

MCER are little affected by number of epochs. However, the 

nature of each dataset affects the values of CEC and MCER. 

As shown in Figure 13 the minimum and the maximum values 

of MCER were 23% and 36% for TW06 and TW04, 

respectively. In addition, the value of CEC by the proposed 

fusion scheme is much lower than its value by Nonfusion 

scheme. 

 

 
Figure 10: Time delay vs. # of epochs 
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Figure 11: MTDR vs. # of epochs 

 

 
Figure 12: Consumed energy vs. # of epochs 

 

 
Figure 13: MCER vs. # of epochs 

 
Figure 14: Aggregation ratio vs. # of epochs 

  

 
Figure 15: APscore vs. # of epochs 

As shown in Figures 14 and 15, the values of aggregation 

ratio, AGR and APScore are little affected by number of 

epochs. However, the nature of each dataset affects the values 

of AGR and APScore. In addition, the value of AGR by the 

proposed fusion scheme is much higher than its value by 

Nonfusion scheme. Also, the value of APScore increased 

from 60% to 93%.  

 

6 CONCLUSION 

In this paper, a new fusion scheme was proposed to allow 

highly effective, reliable and accurate management and 

decision-making of IoT environments. The proposed scheme 

was based on using the VGAE deep learning method for 

creating deep embedding data graph. This graph was based on 

a specified real value called  which represents the most 

similar data items into groups that can be fused together based 

on -value to minimize the amount of transferred data and 

latency time for transferring the collected data and the energy 

consumption by IoT devices. To study the performance of the 

proposed scheme, many simulations experiments for different 

values of  and number of epochs were conducted. The 

experiments results show that the proposed scheme can 

achieve a reasonable performance in terms of latency time, 

energy consumption, and data fusion accuracy compared to 

non-fusion schemes. In future work, the proposed data fusion 

scheme will be improved by determining the most appropriate 

-value, dynamically. In addition, finding a way to improve 

the data fusion accuracy of the proposed scheme will be 

studied. Finally, applying the proposed data fusion scheme in 

real scenarios to study its adaptation behavior in IoT 

environments will be considered. 
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