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ABSTRACT 

Credit is the one of the biggest contributor to the bank profit, 
other than products and services, but credit can also become 
the biggest loss contributor to the bank if credit quality, 
which is called as collectability not maintained properly. 
Good credit growth and expansion is needed to be in line 
with credit quality improvement so the maximum profit 
could be generated. This research seek to answer these 
question, how quantitative and qualitative data inside system 
that use decision tree can optimalized credit quality 
determination on PT. XYZ. Algorithm that is used in the 
Decision Tree method is Iterative Dichotomizer Three 
(ID3). Some of the advantages of ID3 Algorithm which are it 
could create understandable predicition rules, more faster, 
and only need some attribute test until all data is classified.  
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1. INTRODUCTION 
 
In today's banking business competition requires companies 
to provide better quality, as well as faster information that 
improves business processes, so that the company's 
existence can excel in very tight competition. Use of optimal 
technology by processing data sets and relate between 
understandable data collected into new information that can 
become trends so as to provide and support a decision that 
considered as strategic. 

 

Cedit is one of the biggest contributors to profit in Bank [1] 
[2], in addition to other products and services, but credit can 
also be the biggest loss contributor if quality credit, called 
collectability[3][4], is not well maintained. Improvement of 
good credit is have to be in line with improvement of quality 
of credit so the profit can be maximized to the maximum 
extent possible[5]. The community's need for good credit for 
consumer credit as well as productive credit with the target 
of ever-growing business growth push the company to make 
business process improvements in increasing speed and 
facilitating the process of analyzing and selecting 
prospective borrowers in order to maintain credit quality[6]. 

As one of the largest banking companies in Indonesia, PT 
Bank XYZ, in its various businesses, one of which is lending 
has a big challenge in maintaining credit quality, because 
many credit in arrears, the Company must provide deferred 
funds to Bank Indonesia that require funds that must be in 
circulation, which become Dead Funds or Unmoving Funds 
that cause loss for Bank because they have to pay interest to 
the customer that save their money in PT Bank XYZ. 

In credit approval with regard to creditquality, the 
assessment of repaymentcapacity must meet predetermined 
standards, as defined [7], Credit approval is a technique that 
helps creditors, providing credit assistance to prospective 
debtors based on predetermined standards. A scoring system 
used to overcome credit problems, provide credit assessment 
and assistance in making decisions based on scoring of 
repayment capacity. Credit scoring is useful for reducing the 
cost of credit analysis, enabling faster credit decisions, 
closer monitoringto debtors and prioritizing credit 
collectibility [8]. Scoring system is part of the company's 
risk management with the aim to avoid the risk of accounts 
receivable loss by using, analyzing, and borrowing credit 
risk of the debtor [9][6]. 

The credit process starts with a pre-screening process with 
provisions determined by the Bank and Ministry of Economy 
regulations [10]. In the Bank's regulation, the credit analysis 
process is carried out with quantitative data that is done 
manually, while the qualitative data is carried out with 
adjustments, which causes the percentage of accuracy of bad 
loans prior to write offs in 2016 amounting to 
Rp.1,324,157,332,870, or 6.35 % of the Debit Tray and in 
2017 increased to Rp3,357,776,685,202 or 8.23% of the Debit 
Tray, it is expected that using qualitative data will provide a 
faster prediction of credit quality. 

 

2. RELATED WORK 
The initial decision tree development is to analyze the value 
of risk and the value of information contained in an 
alternative problem solving[11]. The role of this decision 
tree as a tool in making decisions (decision support tool). 
The decision tree also shows the likelihood / probability 
factors that will affect the alternatives of the decision, 
accompanied by an estimate of the final results that will be 
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obtained if we take the alternative decision. Refers to the 
ID3 algorithm (Iterative Dichotomizes 3) developed by J. 
Ross Quinlan[12][13]. The ID3 algorithm can be 
implemented using a recursive function (a function that calls 
itself). The ID3 algorithm attempts to build a top-down 
decision tree, starting with the question: "which attribute 
must first be checked and placed at the root?" This question 
is answered by evaluating all the attributes available using a 
statistical measure (which is widely used is information 
gain) to measure the effectiveness of an attribute in 
classifying a sample of data[6]. As in the case of credit 
assessment in multi finance[14][15], the determination of 
credit worthiness using the ID3 method produces 100% 
accuracy for 10 testing data from 100 training data and 30 
testing data from 60 training data. 

In summary, the workings of the ID3 Algorithm can be 
described as follows, the selection of attributes using 
Information Gain [9]. The steps taken are (a). Select the 
attribute where the information gain value is greatest. (b). 
Create a node that contains these attributes. (c)[16]. The 
information gain calculation process will continue until all 
data have been included in the same class. The selected 
attribute is not included anymore in the calculation of the 
information gain value. Whereas the selection of attributes 
using the ID3 algorithm is done by statistical properties, 
which are called information gain. Gain measures how well 
an attribute separates the training example into the target 
class. The attribute with the highest information will be 
selected. In order to define gain, the idea of information 
theory called entropy is first used. Entropy measures the 
amount of information contained in an attribute using the 
formula: 

퐸푛푡푟표푝푦	(푆) = 	 −		푝 	 log 	푝 	 −	푝 	 log 	푝 	  

[1] 

Where: 

S is sample set. 

Log2 is log base 2. 

p is the proportion of S. 

In ID3 algorithm entropy substraction is called as information 
gain and can be calculated with formula as follows:  

 

퐺푎푖푛	(푆,퐴) = 	퐸푛푡푟표푝푦	(푆) 		−	
|	푆 	|
|푆|

	 	( )

	퐸푛푡푟표푝푦	(	푆 	) 
 

[2] 

Where: 

S is each value v of all possible values of attribute A. 

Sv = subset of S for which attribute A has value v. 

|Sv| = number of elements in Sv. 

|S| = number of elements in S. 
3. PROPOSED METHOD 

Based on literature study and research on previous page, for 
debtor quality assessment which will be used, the phases are 
conducted which are data collecting, testing data with 
algorithm application, evaluation, and test results form data 
that will be involved as part of the system result[17][18]. In 
the research that are conducted by the researcher, data 
collection that will be used is using quantitative data and 
qualitative data. Quantitative data has a value or sum that has 
been stated in number. Quantitative data consists of various 
numerical variable that show a quantity. On the other hand, 
qualitative data is a data that shows the object types and it 
can be represented by name, symbol, and numeric code. 
Qualitative data consists of various categorical variables that 
shows quality. And then the collected data which already in 
csv form will be processed with a open source software that 
called Rapid Miner, which is an environement of machine 
learning, data mining, text mining, and data analysis [19]. 
Proposed method that will use for analysis as show in figure 
1. 

 

 

 

 

 

 

Figure 1: Concept 

For data process that conducted in Rapidminer software, 
K-Fold Cross Validation will be usedinID3 algorithm and 
for comparison will be using C4.5 algorithm. For the design 
that will be processed in Rapidminer as show in figure 2. 
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Figure 2: Cross Validation Design



Abba Suganda Girsang et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(2), March - April 2020, 1076 – 1081         

1079 
 

 

4. ANALYSIS RESULTS 
 
Based with Cross Validation process results using ID3and 
C.45 algorithm it creates a prediction value about debtor 
credit quality represented with “REJECTED” or 
“ACCEPTED” and accuracy value and precision value. For 
result with ID3 as show in  table 1 and table 2. For result with 
C4.5 as show in table 3 and table 4.  
Process is using ID3 algorithm: 

 
 

Table 1: Accuracy 10 Fold Cross Validation Results ID3 
 

accuracy: 75.31% +/- 1.68% (micro average: 75.31%)(positive: LANCAR) 

 true MACET true LANCAR class precision 

pred. MACET 180 153 54,05% 

pred. LANCAR 464 1702 78,58% 

class recall 27,95% 91,75%  
 

 

Table 2: Precision 10 Fold Cross Validation Results ID3 

precision: 78.59% +/- 1.09% (micro average: 78.58%)(positive: LANCAR) 

 true MACET true LANCAR class precision 

pred. MACET 180 153 54,05% 

pred. LANCAR 464 1702 78,58% 

class recall 27,95% 91,75%  
 
Process is using C4.5 algorithm:  

 
 

Table 3: Accuracy 10 Fold Cross ValidationResults C4.5 
 

accuracy: 74.51% +/- 0.87% (micro average: 74.51%)(positive: LANCAR) 

 true MACET true LANCAR class precision 

pred. MACET 
18 

 
11 

 
62,07% 

 

pred. LANCAR 
626 

 
1844 

 74,66% 

class recall 
2,80% 

 
99,41% 

  
 
 
 
 
 
 
 
 
 
 
 

Table 4: Precision 10 Fold Cross Validation Results C4.5 
 

precision: 74.66% +/- 0.55% (micro average: 74.66%)(positive: LANCAR) 

 true MACET true LANCAR class precision 

pred. MACET 
18 

 
11 

 
62,07% 

 

pred. LANCAR 
626 

 
1844 

 74,66% 

class recall 
2,80% 

 
99,41% 

  
 

 

After the accuracy and precision value seen from the data that 
has been processed with Rapidminer, the ROC curve will 
appear to show the relationship between sensitivity test and 
specificity test. These are used to explain the test in many 
cut-point stage in reading appropriate specificity with current 
sensitivity. Precision of the test can be explained from area 
below ROC curve. More bigger the area, more better the test 
results. 

Evaluation with Receiver Operating Character Curve (ROC 
Curve), technically illustrates a two-dimensional graph, 
where the level of True Positive (TP) lies on the Y axis, while 
for False Positive (FP) lies on the X axis[20]. Thus the ROC 
illustrates the tradeoff between TP and FP. Recording in the 
ROC is stated in a clause, ie the lower the left point (0.0), then 
it is stated as a prediction classification approaching / 
becoming negative, while the higher the right point (1.1), then 
stated as a prediction classification approaching / becoming 
positive. A point with a value of 1 is expressed as a True 
Positive (TP) level, while a point with a value of 0 is 
expressed as a False Positive (FP) level. At point (0.1) the 
prediction classification is perfect because all cases both 
positive and negative are correctly said. Whereas for (1.0) 
prediction classification everything is stated as false (False). 
The closer to 1 AUC value, the better the prediction model. 
Graphic curve for ID3 and C4.5 algorithm as show in figure 3 
and figure 4. 
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Figure 3:AUC from ID3 algorithm

Results accuracy is 74.63% from ID3 algorithm. In the ID3 algorithm trial test result for 2500 record. Data which has the most 
biggest impact is SektorEK, SektorEK attribute has big impact to the acceptance or rejection of loan application. This attribute is 
business type attribute that has been owned by customer. In fact the business type attribute also has a the biggest impact followed 
with customer age, business tenure, and guarantee. 

 
Figure 4: AUC from C4.5 algorithm 

Results accuracy is 74.51% from C4.5 algorithm. In the C4.5 algorithm trial test result for 2500 record. 
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5. CONCLUSION 

After conducting the research and testing to predict credit 
worthiness of PT Bank XYZ using ID3 algorithm, it can be 
concluded that:  

a)  After doing data mining process to qualitative data it give 
accuracy value 75.31% using ID3 algorithm and when using 
C4.5 algorithm it give accuracy value 74.51% 

b) With this research it can help PT. Bank XYZ to be more 
careful on selection with adding qualitative data as supporting 
data in determining the customer credit worthiness 
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