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 
ABSTRACT 
 
The paper considers the problem of forecasting the company's 
share price in the conditions of playing on the stock exchange 
using artificial neural networks. An artificial neural network 
of direct propagation is used. The method of reverse error 
propagation is selected for the training method. A wide range 
of experiments was conducted on a set of data that covers the 
summer period of stock market trading. This makes it possible 
to analyze and compare the effectiveness of various artificial 
neural network designs using various activation functions. 
Artificial neural networks have been used in the last decade to 
solve problems of image classification, clustering 
/classification, function approximation function, prediction / 
forecasting / forecasting, optimization, content addressable 
memory and control. 
 
Key words : Artificial neural network, forecasting methods, 
artificial intelligence. 
 
1. INTRODUCTION 
 

For a specific task, an ins designed and taught its adequate 
solution [4]. The experience gained in the process of solving a 
wide range of practical problems, in the case of ins 
application, consists in choosing the topology of the neural 
network, the training algorithm, the activation functions of 
neurons, and a number of numerical parameters for each 
practical problem [1-3]. The following results are devoted to 
the solution of these problems in the case of building a neural 
network for predicting the share price of a certain company on 
the stock exchange [5]. 

Let's assume that for each stock that is sold on the 
exchange, the price at the time of opening the exchange, at the 
time of closing it, and the highest price during the working 

 
 

day for each of the days for a certain period is known. The task 
of forecasting is to find the maximum price of a stock on any 
given day with already known values of stock prices at the 
time of opening and closing of the exchange [6]. 
To solve this problem, several ins were constructed and 
studied, which are represented by a weighted oriented graph 
in Fig. 1. the Vertices of the graph are neurons of the network, 
and the edges correspond to connections between neurons. 
Weights that are the desired parameters of the neural network 
form a vector [7-9]. The considered neural networks are 
neural networks of direct signal propagation. The input values 
for each ins are-the share price at the time of opening of the 
exchange, and-the share price at the time of closing of the 
exchange on the day. 
 
2. MATERIALS AND METHODS 
 
Using a neural network to solve a forecasting problem 
consists of two stages: the stage of training a neural network 
on a training set, and the stage of calculating the predicted 
value for arbitrary input parameter values by the trained 
network. For the purpose of training the considered ins, a class 
of error correction methods was used, namely, the method of 
back propagation of the error, which relates to training with a 
teacher. Learning with a teacher involves the existence of 
multiple learning pairs of input and output [10]. In our case, 
the input is (ݔଵ(ݐ), ((ݐ)ଶݔ , and the output is ݀(ݐ) , the 
previously known value of the highest share price. To train the 
ins and test its ability to predict [1,ܶ][ݐଵ, ,	[ଶݐ 1 < ଵݐ < ଶݐ <
ܶ and [ݐଷ, ,	[ସݐ 1 < ଷݐ < ସݐ < ܶ. We will train ins on one of 
the platforms, and check the quality of forecasting on the 
other. Hence, the elements of the training set are pairs 
ݐ⟨(ݐ)݀,((ݐ)ଶݔ,(ݐ)ଵݔ)⟩ ∈ ,ଵݐ]  .[ଶݐ
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Figure 1: Activation functions ଶ݂(ݔ), ଷ݂(ݔ) , which alternate in 
layer (a) and activate the function of neurons ଵ݂(ݔ) (b). 
 
Figure 1 shows us activation functions in neural network. For 
the activation functions of neurons of the inner layers of the 
proposed ins, the following functions were selected. Classical 
literature on the theory of ins [2, 3] recommends choosing 
sigmoids for the activation functions of neurons, for 
example, ଵ݂(ݔ). The main attraction of these functions lies in 
their limitations, and therefore it is interesting to use other 
limited functions, for example ଶ݂(ݔ), ଷ݂(ݔ). 
The input value for activation functions is the weighted sum 
of values that are transmitted to the neuron by connections 
from the previous layer, i.e. ݂(ݏ௝௞) = ݂(∑ ijݓ

௞ݔij
௞

௜ ), where ݆ is 
the index of the neuron for which the activation function is 
calculated; ݇ is the number of the layer to which the neuron 
 is the index of summation, which is performed ݅ ;ݏ݃݊݋݈ܾ݁	݆
on all connections that lead from neurons in the interval 
(݇ − 1) to neuron ݆. 
The neuron in the output layer calculates the value ݕ =
∑ ijݓ

lastݔij
last

௜ , i.e. the weighted sum, which is the output of the 
ins [11-13]. 
Training using error correction involves minimizing the error 
function ݓ)ܧ, (ݐ = ଵ

ଶ
∑ −(ݐ)ݕ) ଶ௧((ݐ)݀ . In other words, it is 

necessary to minimize the square deviation of the ins outputs 
from the previously known ETH-level values. Minimizing the 
error function using one of the well-known optimization 
methods is not possible due to the dimensionality of the 
problem. The method of back propagation of the error solves 
the problem of dimensionality [2] and provides the following 
calculations [14]. 
We can calculate the new weight values using the formula  
ijݓ
௞(݊) = ijݓ

௞(݊ − 1) + iܹj
௞,    (1) 

where ݊ is the number of the training step. The value ݂݋	ݓ߂ij
௞  

for the source layer is calculated differently than for the rest. 
Namely: 

iܹj
last = αδ௝

last
௜݂
lastିଵ,    (2) 

where 

௝lastߜ =
dfೕ

last

dsೕ
last ௝ݕ) − ௝݀).    (3) 

Index ݆ = 1, because the output layer in the proposed ins 
contains a single neuron [15]. 
For the remaining segments 

iܹj
௞ = αδ௝

௞
௜݂
௞ିଵ,     (4) 

where 

௝௞ߜ =
dfೕ
ೖ

dsೕ
ೖ ∑ jlݓ௟௞ାଵߜ

௞ାଵ
௟ ,    (5) 

and ݐℎ݁	݈	݅݊݀݁ݔ corresponds to the numbers of neurons in the 
layer (݇ + 1) with which the link neuron 
݆	ℎܽݏ	ܽ	݊݋݅ݐܿ݁݊݊݋ܿ. 
The value is a learning step. Note that there is no effective 
method for selecting the training step, so this value is usually 
selected before the start of training and is not changed. The 
convergence condition of the reverse propagation method is 
given by the error value ݓ)ܧ, (ݐ ≤ ߝ , where ߝ  is chosen 
according to the conditions of a particular problem [16-19]. 
Let's describe the reverse propagation learning algorithm. Let 
the training set contain ܰ elements. 
Ini t i a l i z a t i on . We will take the counter of training pairs 
that have already taken part in training as zero, i.e. count = 0. 
Choose the acceptable accuracy of the total squared 
deviations of the outputs of the Ann for all the training set, i.e. 
the value ߝ; and acceptable accuracy deviation specific yield 
of ins from the appropriate benchmark, i.e., ߝଵ. 
M ai n  l oop.  
Step 1. The calculated value of ݓ)ܧ, (ݐ = ଵ

ଶ
∑ ௧−(ݐ)ݕ)

 ଶ. If((ݐ)݀
,ݓ)ܧ (ݐ ≤ ,ݓ)ܧ then end: the ins outputs are valid. If ,ߝ (ݐ >
>  .then proceed to step 2 ,ߝ
Step 2. If count < ܰ, then go to step 3, otherwise go to step 1 
Step 3. Randomly selecting the training pair 
 from the training set and calculate the ⟨(ݐ)݀,((ݐ)ଶݔ,(ݐ)ଵݔ)⟩
output (ݐ)ݕ Ins for input values (ݔଵ(ݐ), ((ݐ)ଶݔ . We accept 
count = count + 1. 
Step 4. Calculating the value ܣ = (ݐ)ݕ| −  .|(ݐ)݀
Step 5. If ܣ >>  ଵ, then we perform the training according toߝ
formulas (1) - (5), otherwise we return to step 2. 

Table 1: Results of training offered by ins on various training sets by 
training step 0,1 

No. ins the scale 
Factors 

Training 
period 

The 
accuracy 
of the 
OBU 
niya 

Number 
of 
iterations 

1 b Non-scale. [0,100] 0,00872 3000 
2 6 0,00853 3000 
3 a Non-scale. 0,008422 1600 
4 6 0,005122 1400 
5 b Non-scale. [0,500] 0,023696 1000 
6 4 0,033471 1000 
7 a Non-scale. 0,02346 1000 
8 4 0,01285 1000 

For the study of ins as a forecasting technology, several of 
their constructions are considered. The ins used to get the 
results shown below are shown in Fig. 1. Training of the 
proposed ins was conducted on several training sets that have 
different statistical characteristics (mathematical expectation 
and variance). The prediction quality was also tested on 
several sets with different statistical characteristics. The 
results of training and forecasting are shown in tables 1, 2. the 
Accuracy of training in table 1 is reflected for such numbers 
of iterations as were acceptable for runtime [20]. Statistical 
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characteristics of training sets and sets that were used to test 
the quality of forecasting are shown in table 3. 
Table 2: Prediction results for the proposed ins on various prediction 

sets 

№ Ins 
number 

The period of 
forecasting 

Prediction accuracy 

1 b [100,200] 0.00256 
2 0.00322 
3 a 0.00116 
4 0.01095 
5 b [500,600] 0.005112 
6 0.007092 
7 a 0.004729 
8 0.003462 

Table 3:Statistical characteristics of the set and the prediction set 
Feature Training program Set of forecasts 

[0,100] [0,500] [100,200] [500,600] 
(ݐ)ଵݔ (ݐ)ଶݔ (ݐ)ଵݔ (ݐ)ଶݔ (ݐ)ଵݔ (ݐ)ଶݔ (ݐ)ଵݔ  (ݐ)ଶݔ
Varian
ce 

0.19
88 

0.20
94 

0.13
16 

0.13
74 

0.013
8 

0.01
34 

0.0
896 

0.8
973 

Mathe
matical 
expect
ation 

0.41
79 

0.42
8 

0.23
32 

0.23
58 

0.210
8 

0.21
13 

0.2
713 

0.2
712 

Max 1.15 1.2 1.15 1.2 0.24 0.24
4 

0.4
8 

0.4
8 

Min 0.21 0.21 0.08
5 

0.09 0.18 0.18 0.1
5 

0.1
5 

During the training of ins (table 2,3), its paralysis may occur, 
that is, its inability to further learn. This may be due to the 
following reasons [21]: 
the mathematical expectations of input values are high, and 
their variance is small; 
the mathematical expectations of input values are low, and the 
variance is small: 
In the first case, there may be a situation when there is not 
enough bit depth of the computer to image the ins output; in 
the second case, we may get an indefinite learning time. To 
avoid paralysis in these cases, we suggest scaling the input 
values of the ins [2]. The results of training and forecasting 
with and without scaling are shown in table. 1. for these 
examples, scaling was performed according to the formula

1,2i  , where-the input values are scaled, ܯ௜ =
ଵ
ே
∑ ௧మ(ݐ)௜ݔ
௧ୀ௧భ  – mathematical expectations of input 

parameters, ܰ  — power in the interval [ݐଵ, [ଶݐ , ܿ  – zoom 
level. Tables 1 and 2 show the results of training and 
forecasting for both scale-based and non-scale input data [22].  
The most successful described experiments are experiment # 
5 for the neural network shown in Figure 1, b, and experiment 
#8 for the neural network shown in Figure 1,a. In Fig. 2-9 
shows the results of training and prediction for these 

experiments; Figures 2 and 6 are the total square deviation of 
the network outputs from the reference values during training, 
respectively, for experiments #5 and #8; figures 3 and 7 depict 
curves that integrally characterize the learning process for 
experiments #5 and #8, respectively [23]. By comparing these 
results, it is easy to evaluate the convergence process of the 
training method for different ins. Note that in the case of using 
sin(ݔ)  and cos(ݔ)  for activation functions of neurons, the 
learning rate was higher, and the total quadratic deviation 
during prediction was less than at ଵ

ଵା௘షೣ
. Figures 4 and 8 show 

the absolute deviation of the ins outputs from the reference 
ones on the forecasting set for exponents # 5 and #8, 
respectively; Figures 6 and 9 contain graphs of real stock 
prices and their approximation by the proposed ins. 
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Figure 2: flow Chart of the learning process for experiment # 5. 
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Figure 3: learning Curve for experiment #5. 
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Figure 4: Values of absolute deviations of ins outputs from the 
standards on  the prediction set for experiment #5. 
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Figure 5: learning process Graph for experiment # 8. 
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Figure 6: Chart of changes in the real (1) highest share price and 
forecast (2) prices for experiment # 5. 
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Figure 7: learning Curve for experiment # 8. 
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Figure 8: Value of absolute deviations of the ins outputs from the 
standards on the prediction set for experiment No. 8. 
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Figure 9: Chart of changes in the real (1) highest share price and 
forecast (2) prices for experiment # 8. 

 

Prediction has a significant impact on decision-making in 
business, science and engineering. Stock market prediction is 
a typical application of prediction technique [24]. 
Numerous advances have been made in developing intelligent 
systems, some inspired by biological neural networks. 
Researchers from many scientific disciplines are designing 
artificial neural networks (ANN) to solve a variety of 
problems in pattern recognition, prediction, optimization, 
associative memory, and control. ANNs provide existing 
alternatives, and many applications could benefit from using 
them. 
3. CONCLUSION 
Using a neural network to solve a forecasting problem 
consists of two stages: the stage of training a neural network 
on a training set, and the stage of calculating the predicted 
value for arbitrary input parameter values by the trained 
network. For the purpose of training the considered ins, a class 
of error correction methods was used, namely, the method of 
back propagation of the error, which relates to training with a 
teacher. Learning with a teacher involves the existence of 
multiple learning pairs of input and output. In our case, the 
input is (ݔଵ(ݐ),  the previously ,(ݐ)݀ and the output is ,((ݐ)ଶݔ
known value of the highest share price. To train the ins and 
test its ability to predict [ݐଵ, ,	[ଶݐ 1 < ଵݐ < ଶݐ < ܶ  и 
,ଷݐ] ,	[ସݐ 1 < ଷݐ < ସݐ < ܶ. We will train ins on one of the 
platforms, and check the quality of forecasting on the other. 
Hence, the elements of the training set are pairs 
ݐ⟨(ݐ)݀,((ݐ)ଶݔ,(ݐ)ଵݔ)⟩ ∈ ,ଵݐ]  .[ଶݐ
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