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 
ABSTRACT 
 
Missing values or incomplete data is a common problem that 
occurs in many applications. In most cases, recovering 
missing values from data sets is necessary to avoid bias 
conclusions made by omitting missing values. Missing values 
recovery (that is also known as missing values imputation) is 
an important research subject in the field of statistics and data 
mining. In this paper, we present the Enhanced Robust 
Association Rules (ERAR)method to extract useful 
association rules and avoid redundant rules. We show the 
enhancement made on ERAR to improve the imputation 
performed by the original Robust Association Rules (RAR). 
ERAR is designed in selecting the frequent items in datasets 
that are only related to missing values. Therefore,  
unnecessary frequent items can be ignored in generating the 
association rules. The result of the experiment shows that 
ERAR offers better performance in terms of the time taken for 
the imputation process and the amount of memory used to 
complete the imputation. In particular, ERAR behaves better 
in a monotone pattern of missing values than the arbitrary 
pattern. In terms of imputation accuracy, we found that both 
ERAR and RAR exhibit a decreasing rate of accuracy as the 
amount of missing values increases for data of arbitrary 
pattern, but this is not the case of data of the monotone pattern. 
With the findings, ERAR contributes to improving how one 
can deal with incomplete data.  
 
Key words: missing value simputation, data completeness, 
Robust Association Rules 
 
1. INTRODUCTION 
 
Missing values is a common problem highlighted in data 
mining, statistics, and database domains [23-25]. Mining 
techniques are typically unable to deal with missing values 
and need some kind of pre-processing or workaround [1]. 
Imputation is a technique used to handle missing values where 
missing values are replaced by substituted values [26]. 
Missing values imputation can be seen reported in the 
application of Mean\Mode, K-Nearest Neighbor, Hot-Deck, 

 
 

Expectation-Maximization[2], and machine learning [26-29]. 
In addition to these techniques, the association rules technique 
is commonly used to deal with missing values. 
 
To impute missing values one needs to consider several 
factors which are the rate of missing values, the missing 
values mechanism, and the pattern of missing values. It is 
useful to know the mechanism and the pattern of the missing 
values in incomplete datasets before one can decide on the 
ways to treat them [3][4]. The mechanisms of missing values 
describe the possible relation between the observed and the 
missing values [5][4], while the pattern of missing values 
refers to the observed values and the configuration of the 
missing value in the dataset [3][4].  
 
Agrawal and Srikant (1994)proposed a method to speed up 
mining association rules in datasets containing a large number 
of transactions[6]. Based on their method, Ragel and 
Crmilleux (1998) developed the Robust Association Rules 
(RAR) method to discover missing values[7]. Since then, 
more methods for handling missing values were proposed 
based on the RAR approach, such as Recycle Composed 
Association Rule (RCAR)  [8], Fast Recycle Combined 
Association Rules (FRCAR) [1],  iterative missing-value 
completion [9] and Association Rule Mining from Data with 
Missing Values (ARDM) [10]. 
 
In data mining, association rules are used to discover all 
possible relations between the values (called rules) that will 
be used to predict future behaviors. The same principle is 
applied in missing values imputation where a set of rules are 
generated to recover missing values. Most of the existing 
methods that used association rules for missing values 
imputation select all possible frequent itemsets in a dataset to 
generate the rules. The rule will be used later to fill up the 
missing values. These methods differ in terms of the way 
frequent itemsets and rules are generated.  

 
In this paper, we propose the Enhanced Robust Association 
Rule (ERAR) that extends the way frequent itemsets are 
selected in RAR. In ERAR, the frequent itemsets are filtered 
to determine frequent itemsets that relate to the missing 
values. Through this process, as the size of the frequent 
itemsets is reduced,   the number of rules generated will also 
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be reduced. This will offer improvement in the imputation 
process in terms of imputation speed and the amount of 
memory saving.  
 
In the next section, related work on the missing values 
mechanisms, patterns, and association rules will be presented.  
Section 3 consists of the details of the proposed model, 
Section 4 covers the experimental results, and finally, Section 
5 concludes the findings of this research. 
 
2. RELATED WORK 
 
2.1 Missing Values Mechanisms 
 
According to Enders (2010),  the mechanisms of missing 
values reveal the potential relationships between the 
observed variables and the missing value probabilities. 
Missing values mechanism is usually classified into three 
types: missing completely at random (MCAR), missing at 
random (MAR) and missing not at 
random(NMAR)[13][4][14][15].  Kaiser (2014)pointed out 
that determining missing data mechanisms is a challenging 
process[13]. The following are the characteristics of the above 
mentioned missing data mechanisms. 
 

1) Missing Completely at Random (MCAR) 
The MCAR comes in a high degree of randomness. There is 

no explanation for missing the data [15].  The missing values 
in MCAR do not rely on the data observed or the data not 
observed in an attribute. according to Allison, if any missing 
variable X does not depend on any other variable Y  and itself 
we call it MCAR [11][2]. The missing variable X in the 
dataset can not be determined from any other variables. With 
all the missing variables, the prediction is the same. 
 

2) Missing at Random (MAR) 
A less stringent assumption is needed about why data are 

missing in The MAR mechanism.  MAR happens when the 
missing values are related to other values but not to values 
itself [16]. Simplify, The value on missing supposed variable 
X will be predicted depending on the other variable Y in a 
specific data set., this is completely different than the MCAR 
[17][16]. 

 
3) Missing Not at Random (MNAR) 

According to Aljuaid   (2016)[18],  the MNAR  happens if 
it can depend on the value of an attribute for the probability of 
a record having a missing value. Simplify, if we have X 
variable contain missing values when X is related to the 
values of X itself we call this MNAR. MNAR is called 
“non-ignorable” because you have to model the missing data 
mechanism itself when treating the missing data. 

In summary, it is important to emphasize that the missing 
values mechanisms are not the property of a whole dataset, 
but rather hypotheses for different analyses. As a 
consequence, the same data set can produce MCAR, MAR or 

MNAR analyzes depending on which variables the analysis 
includes [13][19]. 

2.2 Missing Values Pattern 
The missing values pattern defines only the position of the 
missing data and does not describe why the data is missing. 
Knowing the pattern of missing values in advance helps to 
determine suitable imputation techniques that will be used to 
treat the missing values. According to Peugh and Enders 
(2004), there are six prototypical  missing data patterns, but 
the most popular ones are as follow : 
 
1.Univariate Pattern 

This contains a single attribute with missing values. For 
certain fields, a Univariate trend is very uncommon but can 
occur for experimental studies. Figure 1 shows a univariate 
pattern, where Y4 is the incomplete variable, and Y1 to Y3 are 
manipulated variables. 

 

 
Figure 1: Univariate Pattern[18] 

 
2.Monotone Pattern 

The monotony pattern is like a hierarchy so that subsequent 
measurements are often missing for cases with missing values 
on a specific evaluation. Monotone missing data patterns if 
known in advance can greatly minimize the maximum 
likelihood mathematical complexity and multiple 
imputations, and the need for iterative estimation algorithms 
[1][4]. Figure 2 illustrates the monotone pattern. 

 

 
Figure 2: Monotone Pattern[18] 

 
3) Arbitrary Pattern 

Arbitrary pattern or generalized pattern they name it in 
some papers is perhaps the most common configuration of 
missing values. In this category,  there is no specific pattern in 
missing values in data structure. The arbitrary pattern includes 
missing values distributed randomly around the data matrix 
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[12][20]. Figure 3 shows the arbitrary pattern, where missing 
values are distributed in a non-systematic fashion. 
 
Knowing the missing values mechanisms and patterns can 
offer performance advantage in missing values imputation 
algorithms. Nevertheless, it is difficult to find a method that 
works best in all cases[1]. For this reason, finding missing 
values imputation methods that can offer optimal performance 
for specific cases is an open problem. 

 
 

 
Figure 3: Arbitrary Pattern [18] 

 

2.3 The Association Rules 
In a relational database context, an association rule is an 
expression XY, where X is a collection of attributes in a 
table and Y is normally an attribute. It means that if all of the 
attributes in X are available on a transaction in a tuple, Y is 
also most definitely in the tuple. Agrawal and his co-workers 
have suggested several mining methods to find the association 
rules [21]. The mining method was divided into the following 
steps: 

1- Count the frequencies for the candidate itemsets by 
scanning the dataset.If the number of tuples in which 
the set appears is equal to or greater than a threshold 
value (known as minimum support), the itemset will 
be considered as frequent. 

2- After selecting the frequent items at the first level, 
the larger itemsets will be processed by merging two 
frequent items to create the candidates inthe form of 
two items. Based on the support values, the frequent 
itemsets will be selected from the created candidates' 
itemsets.  This process is iterative, level by level until 
all large itemsets in the dataset are found. 

3- Form and calculate the confidence value for all 
possible relationships (association rules) between the 
items in the large dataset created in the previous 
step.The process is repeated on all created itemsets. 

4- Selectthe rules with confidence values that are equal 
to or larger than the pre-defined confidence 
threshold.  

 
In 1998, Ragel and Crmilleux proposed the Robust 
Association Rules (RAR) technique to mine associations rules 
within incomplete datasets [7]. The method deals with the 
problem of generating rules with the presence of missing 

values. With RAR, the tuples containing missing values will 
be partially disabled and not being deleted.In this way, the 
number of rules generated is not reduced even though missing 
values are present. The method also modified the Support and 
Confidence equations to calculate the frequent itemsets and 
rules. The rules mined by the RAR method are then used to 
recover the missing values in a dataset[7]. Formally, let the 
tuple set (ݔ)ߪ for an itemset ݔbe defined as follows: 
 

(ݔ)ߪ = ݔ|݌ݑܶ} ⊆ ݌ݑܶ,݌ݑܶ ∈  (1)                ,{ܦ
 
where Dis the dataset and Tupis the tuples. 
 
The disabled missing values with itemset xis notated by 
Dis(x) defined as follows: 
 

(ݔ)ݏ݅ܦ = ܣ	∃|݌ݑܶ} ∈ ܣ,ݔ =? ݔ, ⊆ ݌ݑܶ,݌ݑܶ ∈  (2)    {ܦ

The sign '?' is the missing value in the attribute. With this 
definition, A is a missing attribute belonging to x. The support 
equation for itemset x, based on RAR is defined as: 
 

(ݔ)݌ݑܵ = |ఙ(௫)|
|஽|ି|஽௜௦(௑∪௒)

                          (3) 
 
The equation for the confidence is defined for an association 
rule X→Y based on the RAR approach as follows: 
 

ܺ)݂݊݋ܥ → ܻ) = |ఙ(௑∪௒)|
ఙ(௑)ି|஽௜௦(௒)∩ఙ(௑)|

             (4) 

 
In order to retrieve several missing values in a dataset, Ragel 
and Cremilleux suggested an approach for Missing-Values 
Completion function in the RAR process [22]. RAR is used to 
discover all rules of the association, and then the most suitable 
rule discovered by RAR will be applied to replace a single 
missing value in the tuple. In the next section, we will present 
the extension made in RAR to improve missing values 
imputation.  

3.  THE ENHANCED ROBUST ASSOCIATION RULES 
(ERAR) 
 
Based on the existing works on the RAR that deal with 
association rules discovery within incomplete datasets 
(refer[7][22]), in this section we propose the Enhanced Robust 
Association Rules (ERAR) that will offer better missing 
values imputation performance.   
 
ERAR maintains the same steps as in RAR where in the first 
phase, it will collect the frequent itemsets from the candidate 
values in an incomplete dataset based on the threshold of the 
support value. In the second phase, the rules are generated 
based on the selected frequent itemsets in the first phase and 
by use threshold of the confidence value. In the final phase, 
the Missing-Values Completion function to fill the missing 
values in incomplete datasets based on the generated rules in 
the second phase. 
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Unlike RAR, the ERAR method will enhance the first phase 
by collecting the frequent itemsets that are related to missing 
values only. This step will avoid calculating the rest of the 
frequent itemsets within the incomplete dataset. With the 
enhancement,  faster computation and less amount of memory 
usage can be offered by ERAR. The details of the steps are as 
follow:  

1. Define the candidate itemsets in the tuples that 
consist of at least one attribute with missing values. 

2. Calculate the frequent items found in step 1 for 
candidates based on the support threshold (we refer 
to the selected frequent items in this step as F1). 

3. Locate the candidates in every column that consists 
of at least one attribute with missing values. This will 
avoid repeating calculating frequent itemsets from 
the previous steps. 

4. Calculate the frequent items for candidates selected 
in step 3 based on the support threshold (we refer to 
the selected frequent items in this step as F2). 

5. In this step, the pure frequent items will be selected 
to generate the rules that will be produced. It depends 
on the amount of intersecting rows between  F1 and 
F2. The conditions that will be checked are as 
follow:  

 If the current value in F1 intersects with any 
value in F2,  the intersected values in F1 
and F2 will be added into the pure frequent 
items group. We refer to the selected 
frequent items in this step as F3 (where F3 
will contain the frequent items needed to 
generate the rules). 

 If there is no intersection between the 
current value in F1 with any F2 values, then 
move to the next value in F1and compare it 
with F2 values. The process continues until 
all frequent items in F1 is compared with 
every frequent item in F2.  
 

At the end of this step, F3 will contain all frequent 
items needed to generate rules. The process will 
avoid adding frequent items that are already added to 
F3 in step 5. Thus, this will require a small amount of 
memory and the time taken for rules generation 
against a small number of frequent items will 
become shorter. 

6. Missing-Values Completion function will be applied 
to impute the missing values based on the rules 
generated in the previous step.  

4. EXPERIMENTAL SETUP 
In the experiment, we set to observe RAR and ERAR 

against two factors which are the rate of missing values and 
the pattern of missing values for data sets with MAR 
mechanism. The experiment was set on a 4 GB RAM, Intel 
Core i7 (2.9 GHz), and  PC operating Windows 7. The 
proposed method was implemented on two real datasets, 

Zomato and Restaurants on Yellow pages, which were taken 
from the Kaggle. The description of the two datasets as well as 
the thresholds used in experiments are shown in Table 1. The 
missing amounts of 5 to 30 percent are set for both data sets 
where arbitrary patterns have been randomly assigned to all 
Zomato attributes. The Restaurants data set was assigned with 
a monotone pattern.  
 
Table 1: Characteristics and threshold values used of the two 
experimental datasets 
Dataset Tuple No Attr No Missing Pattern 

Zomato 9551 21 Arbitrary 
Restaurants onYellow 
pages 

6000 11 Monotone 

 
RAR was executed with the same data set as a comparison to 
ERAR. To evaluate the performance ERAR, four 
performance indicators are used namely the number of 
frequent itemsets, memory usage, time taken for imputation 
processes, and the accuracy of imputation. 

5. EXPERIMENTAL RESULTS 

5.1 The Amount of Frequent Itemset 
Figure 4 shows the number of frequent items selected by RAR 
and ERAR over a range of missing values rates(in %) on the 
Zomato dataset with arbitrary missing data patterns. Based on 
the figure, ERAR exhibitsa lower number of selected frequent 
items than RAR. Note that, as the rate of missing ration 
increases, the gap in the number of selected frequent items 
between RAR and ERAR has decreased. 
 

 
Figure 4: Frequent items number for ERAR and RAR on Zomato 
(Arbitrary pattern) 
 
Figure 5  shows the number of frequent items selected by the 
RAR and ERAR over a range of missing data rates(in %) on 
the Restaurant dataset with a monotone pattern. Like 
Zomato’s data set, ERAR performs better than RAR in terms 
of having a lower number of frequent itemsets. Nevertheless, 
unlike Zomato, even though the rate of missing value 
increases, ERAR’s performance is steady towards the end. 
This shows ERAR behaves better in monotone patterns than 
the arbitrary pattern. 
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Figure 5: Frequent items number for ERAR and RAR on Restaurant 

data set (Monotone pattern) 
 

5.2 Memory Usage 
Figure 6 and Figure 7 show the memory usage during the 
imputation process on the Zomato data set and Restaurant 
dataset respectively on a range of missing values rate. The 
results show that there is no significant difference between 
ERAR and RAR for the Zomato data set especially for 
missing values from 15 to 30%. But for the Restaurant data 
set, we can see ERAR consistently beats RAR in terms of the 
amount of memory saving.  
 

 
Figure 6: Memory usage for ERAR and RAR on Zomato (Arbitrary 

pattern) 
 

 
Figure 7: Memory used for ERAR and RAR on Restaurant data set 

(Monotone pattern) 
 

5.3 Imputation Time 
Figure 8shows the time taken for imputation by RAR and 
ERAR for the Zomato data set. The results show that there is a 
huge time difference in imputation exhibited by ERAR as 
compared to RAR especially from 5 to 20 percent missing 
values ratio. After 20 percent, there is a sharp increase in the 
imputation time taken by ERAR  and at 30 percent, the 
performance of ERAR and RAR is equal. This can be 
explained by the decreasing gap in the amount of frequent 
itemset as the rate of missing value increases, as shown in 
Figure 4. 
 

 
Figure 8.The duration on the imputation process for ERAR and 

RAR on Zomato(Arbitrary pattern) 
 

 
Figure 9:The duration on the imputation process for ERAR and 

RAR on Restaurant data set (Monotone pattern) 
 
In comparison, for  Restaurant data set ERAR’s performance 
is better than ERAR even though the rate of missing ratio 
increases. The time taken for ERAR to impute missing values 
is consistently less than 5 seconds, as shown in Figure 9.  This 
shows that ERAR offers faster imputation than RAR 
especially for data of monotone missing values pattern. This is 
supported by the size of frequent itemsets which is 
consistently small for ERAR as shown in Figure 5. More time 
was taken for imputation involving the Zomato data set due to 
the size and the arbitrary pattern factors. 
 

5.4 Imputation Accuracy 
 
The results yielded on the imputation accuracy show that both  
ERAR and RAR exhibit the same level of accuracy. As shown 
in Figure 10, there are differences in the level accuracy within 
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a range of missing values rates. The imputation is 100% 
accurate for missing values from 5 to 25% for the Zomato data 
set with an arbitrary pattern. The accuracy drops at 30% of the 
missing value rate. As for the Restaurant data set with the 
monotone pattern, we can see an inconsistent level of 
accuracy shown by both algorithms as the rate of missing 
value increases. As expected, we can say that the accuracy of 
ERAR and RAR is decreasing as the amount of missing 
values increases for data of arbitrary pattern, but this is not the 
case of data of the monotone pattern. 
 

 
Figure 10:Imputation Accuracy for ERAR and RAR on Restaurant 

and ZomatoData Sets 
 

6. CONCLUSION 
In conclusion, in this paper, we have described our proposal 
on the enhancement made on missing value imputation using 
RAR in ERAR. The results show that ERAR offers better 
performance in terms of the time taken for the imputation 
process and the amount of memory usage, especially for the 
monotone pattern. This is possible as ERAR is designed in 
selecting the frequent items in datasets that are only related to 
missing values. Therefore,  unnecessary frequent items can be 
ignored in generating the association rules. In terms of 
imputation accuracy, we found that both ERAR and RAR 
exhibit a decreasing rate of accuracy as the amount of missing 
values increases for data of arbitrary pattern, but this is not the 
case of data of the monotone pattern. With the findings, 
ERAR contributes to improving the imputation processes in 
terms of the speed in missing values imputation, and also the 
amount of memory used. For future work, we may consider 
the iterative missing-value completion method in the 
imputation process where we will observe whether the 
inclusion of the method will affect ERAR’s performance.  
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