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ABSTRACT 
 
  Mining Social Media data is an important data mining 
problem. There are a couple tools used for these purposes and 
document clustering is one of them. Clustering of documents 
is the automatic division of text documents into a group of 
clusters in such a manner that the documents within a cluster 
have high similarity values, but dissimilar to documents in the 
other clusters. Document clustering is quite popular among 
the database community and NLP people and it has been 
studied by a host of researches of diverse fields. It has wide 
range of application areas like search engines, web mining, 
information retrieval and topological analysis. Recently, it is 
used in analysis of Social Media data to understand the Social 
Human behavior of users. In this article we propose a 
clustering algorithm for categorizing the users and hence 
understanding their behaviour. Our proposed algorithm is a 
hierarchical agglomerative one which uses fuzzy concept, 
where each cluster is viewed as a fuzzy set over some finite 
universal set. A Canberra metric based similarity measure is 
used to measure inter-cluster similarity. The efficiency of the 
algorithm has been established with the help of complexity 
analysis  
 
Key words: Document Clustering, Semi-structured Data, 
Unstructured Data, Fuzzy Set, Graph, Sim function, 
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1. INTRODUCTION 
 

Clustering [1] method is defined as the unsupervised 
classification of patterns into clusters. The objective of 
clustering method is to make a set of clusters of data from a 
given dataset such that the data points within a cluster are 
more similar to each other than to those outside the cluster. 
Due to widespread use of Social Media and other type of 
electronic publications such as emails and the WWW text 
databases are rapidly expanding and most of the information 
are available in soft form. These data are semi-structured or 
unstructured. Mining such data can be a challenging work. 
Till now most of the data mining tasks were focused on 
structured data sets. However recently semi-structured or 
unstructured data mining such as mining social media data is 
getting importance to the researchers and a couple of people 
have started working on this. Data published in social media 
 

 

like facebook, twitter and instagram are semi-structured or 
unstructured and information extracted from such data will 
help us understand the mood of the users e.g. how users react 
on a particular issue of importance or what is the opinion of 
users on a particular issue. Document clustering can be used 
as one of the tools for these purposes. Given a collection of 
unlabelled documents, document clustering can help in 
organizing the collection based on some criterion, thereby 
classifying the users based on their writing or post. 
Traditionally document clustering was used in many 
information retrieval works such as browsing of document, 
organization and viewing of retrieval results, generation of 
hierarchies of documents in search engines etc. But nowadays 
it is also used in other purpose like Social Media Data 
analysis. In [2], authors have done a comparative study on 
document clustering techniques. Social Media Data mining 
has been studied by different researches in detail [3, 4, 5, 6]. 

As the data accumulating in the different Social Platform 
are found to be semi structured or unstructured, most of the 
document clustering methods perform several preprocessing 
steps (e.g. stop word removal and stemming on the document 
set). Each document is represented by a vector of frequencies 
of the remaining terms within that document. By clustering 
one can identify dense and sparse regions and therefore, 
discover distribution patterns and interesting correlations 
among data attributes.  

Fuzzy introduced by Zadeh [7] used successfully in several 
field of human knowledge. Accordingly it has been used in 
clustering of text data [8]. The similarity measure used for the 
clustering is defined in [8]. The clustering algorithm 
discussed [8] is an agglomerative hierarchical algorithm 
already available in the literature. 

In this paper, a new document clustering algorithm is 
proposed to identify the patterns among Social Media data 
which uses the concept of fuzzy sets. The proposed algorithm 
is an agglomerative hierarchical algorithm and at any given 
stage of the algorithm there are smaller clusters and the 
decision at the current stage is to merge the incoming 
document with the cluster that satisfies a user defined 
threshold. The clusters obtained are represented as fuzzy sets 
over a finite universal set. For this purpose we have used a 
similarity measure derived from Canberra metric. The 
algorithm begins by considering each input data point as a 
cluster, compares it with the existing clusters at that stage of 
the algorithm and is merged with the cluster that satisfies a 
user defined threshold.  
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The paper is organized as follows. In section 2, we discuss 
some recent and similar works. Definitions and notations used 
in this paper are given in section 3. In section 4, the proposed 
algorithm is discussed. In section 5, the complexity analysis 
of the algorithm is discussed. 
 
2. RELATED WORK 
 

Social Networking has become very important part of 
human life. Nowadays lots of people have started using 
different social media platform like facebook, Twitter, 
Instagram etc. So, the amount of data accumulating in 
different social media platform is expanding rapidly. The 
problem is to utilize such huge amount of data for 
understanding user’s behaviour. This is done by different data 
mining methods. In [3], authors have made a detailed study on 
various text mining methods used for finding patterns from 
the social Web. In [4], the authors have described a method of 
analysis of Twitter data based on different models, which are 
U-T model and U-T-C models, as heterogeneous information 
network. In [5], the authors have reviewed different data 
mining methods in social media. In [6], the authors have used 
clustering techniques on social media contents. In [9], the 
authors have used an optimized K-means clustering method 
for the analysis of social media. In [10], the authors have 
presented a nice method based on Fine-Grained document 
clustering via Ranking approach which leverages the search 
engine capability of handling big data efficiently. Authors in 
[23] and [.24]  use social network data to analyze productivity 
and spam video, respectively. 

During the last few years the concept of fuzzy sets has been 
used in different areas including clustering or pattern 
recognition ([11], [12], [13], [14], [24]). Conventional 
clustering techniques assume that an object or data point can 
belong to one and only one cluster. However there may be 
overlapping of clusters and thus the separation of clusters is a 
fuzzy notion and hence the concept of fuzzy sets has come 
into picture. In fuzzy clustering each data point is associated 
with each cluster using a membership value. Larger 
membership values indicate higher confidence in the 
assignment of the object to the cluster. So in this approach 
each cluster is a fuzzy set of all data points. 
In the paper [15] the authors proposed an approach of fuzzy 
clustering of web documents. The documents are represented 
as vectors of variable lengths. Each element of the vector is a 
pair of key phrase and an importance weight associated with 
this key phrase in a particular document. Using this 
representation of documents, fuzzy clustering algorithm was 
applied. In [16] the authors proposed a fuzzy set approach for 
clustering large categorical data. There are so many similarity 
measures used for clustering. Canberra metric [17, 18, 19, 20] 
based similarity is one of them. It has been for many purposes 
namely anomaly detection [21] in network data. In this paper, 
we have used it for document clustering in social media data. 
 
 

3.  DEFINITIONS AND NOTATIONS USED 
 
In below, we review some definitions and notations used in 
the algorithm.  
 
3.1 Basic Definitions related to Fuzzy Set 
 

Let us assume that Ai=(x, Ai(x)); i=1, 2,…m are fuzzy sets 
where Ai(x)[0, 1] is the membership functions of Ai. We 
denote the universe of discourse of each Ai as Xi={x1, 
x2,…xm}. When fuzzy sets are represented by their 
membership functions, then  

 Ai ={Ai(x), a1i ≤ x ≤ a2i}, i=1, 2,….m.            
(1) 

Measures a1i and a2i are such that a1i ≤ a2i, Ai(x)=0  x 
a1i x a2i.   
 
3.2 Fuzzy Set Representation of Clusters 
 

Social media contents are basically post of the users. These 
are the documents; we are going to use these as input for 
mining process.  Such documents reflect the opinions, ideas, 
and views of the different users. Clustering such documents 
would help us to understand mood of a group of people. As 
the social media content are semi-structured or unstructured, 
some preprocessing methods must be applied.  

Each document d is a finite list containing elements of the 
form (w, n), where w=keyword and n=number of occurrence 
of w in the document. Let W be set of distinct keywords 
appearing in the documents and W=m. Also W={w1, w2, 
w3,…..wm} appears in some sequence. Any document can be 
represented by (n1, n2, n3,…..nm), where ni =number of 
occurrence of wi in d. If wi is absent in d then ni=0, for d. In 
this situation, a fuzzy set is defined over W. The fuzzy set 
representation of the cluster C having one document say d is 
(n1, n2, n3,…..nm) and is calculated as follows. Let AC be the 
fuzzy set representing cluster C with associated membership 
function AC:W[0,1] and is defined as (2). 

 
	퐴 (푤 ) = ∑                 (2)

       
Obviously 0≤ AC(wi)≤1 for each i. The fuzzy set AC 

represented by its membership function with  푛 =
	∑ 푛  is the compact representation of the cluster C i.e. (AC, 
nsum).   
 
3.3 Similarity Measure on Documents 
 

For clustering the documents, we have used a measure 
called Canberra metric [17, 18, 19, 20] and is defined as 
follows. 
Let d1 and d2 are two documents represented by (n1, n2,..,nm) 
and d2 = (p1, p2,..,pm) respectively. Obviously d1 and d2 are two 
m-dimensional vectors. Then the Canberra metric [17, 18, 19, 
20], d(d1, d2) is given by the formula (3). 
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Here the range of equation (3) is [0, m]. For making it, [0, 1], 
it is to be divided by m. Therefore, a new formula is obtained, 
which is our similarity measure S on the documents and is 
expressed as in (4). 
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3.4 Similarity Measure on Clusters 

For inter-cluster similarity, we replace the documents with 
fuzzy sets, which represent the corresponding clusters. Let C1 
and C2 two clusters represented by the membership functions 
AC1(wi) and AC2(wi) respectively. The membership functions 
are computing using the formula given by equation (2). Then 
the similarity between C1 and C2 is denoted by S(C1, C2) and is 
given by the formula  in (5). 
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3.5 Merging of Clusters 

Let C1 and C2 be the two clusters having nsum1 and nsum2 
terms respectively. Let (AC1, nsum1) and (AC2, nsum2) are 
compact representation of C1 and C2 respectively. Let C be the 
cluster formed by merging C1 and C2 with fuzzy 
representation of C as AC. Then the membership function of 
AC is given by 

 AC(wj)=
)n +n (

))(wAn +)(wA(n

sum2sum1

jC2sum2jC1sum1

              (6) 
 

4.  THE PROPOSED ALGORITHM 
 
At the beginning of the clustering process, each document 

is allocated to a separate cluster as a compact representation. 
Thereafter for every pair of clusters the Canberra metric 
based similarity is computed and then the merge function is 
used to obtain larger clusters if and only the similarity value is 
found to be within certain limit (the definition of Canberra 
metric and merge function is given in section 3). Accordingly 
fuzzy membership function of the new cluster is computed 
using the formula given in section 3. At any level, for any two 
clusters say C1 and C2, the corresponding Canberra metric is 
calculated using the formula given in section-3, to check 
whether they can be merged or not. If the value is found to be 
within a certain pre-determined threshold then C1 and C2 are 
merged using merge function to form a new bigger cluster 
with a new membership function. The process of merging of 
clusters continuous till no merger is possible or there is only 
one cluster at the top. In bellow we present the pseudo code 
for the proposed algorithm.  

Algorithm DataInstanceClustering(n,)  
Input: The number of documents d[i]; i=1,2,…n, and 

threshold  
Output: A set of cluster S 
Step1. The set of clusters S, where each cluster C of S 

having one document d[i] 
Step2. If for any cluster C1S and S(C1,C)≤, then 

merge(C1,C) to form a new cluster C2 consisting of C1 and C.  
Step3. Remove C1 from S. 
Step4. Continue Step2 and Step3 till no merger of clusters 

is possible. 
Step5. Return S 
Step6. Stop 
 
The algorithm supplies the set of clusters S of documents. 
 

5.  COMPLEXITY OF THE ALGORITHM 
 
Let n be the total size of input data sets. The complexity of 

computing cluster of size-1 is O(m), where m=dimension of 
the feature vectors to which the input data are converted. The 
overall complexity is O(mn). The complexity of computing 
the similarity value of cluster pairs is O(m). Maximum such 
computations n2

 such computations are required. Thus the 
total complexity is O(mn2). Again the complexity of merging 
cluster is O(m). The maximum number of execution is n-1. 
Therefore the overall complexity is O(mn2+m(n-1)). i.e. 
O(mn2). 
 
6.  CONCLUSION 
 

In this paper, an algorithm for clustering Social Media Data 
is discussed. The algorithm is agglomerative hierarchical 
algorithm. As the Social Media Data are semi-structured or 
unstructured, the algorithm cannot be used directly so the data 
preprocessing is required to remove noises and undesirable 
contents from the datasets. The clusters are compactly 
represented as fuzzy sets. At each stage two clusters are 
merged if their similarity value is within certain specified 
limit. The similarity used for merging is Canberra metric 
based similarity. The execution of algorithm will stop if there 
is no merging possible or a particular level becomes empty. 
The efficacy of the algorithm is established by complexity 
analysis. The patterns extracted by the algorithm can be used 
for several purposes e.g. understanding social behavior of 
users, understanding mood of a group of users, classifying the 
users based on their posts or reactions on social media 
platform etc.   
In the future attempts will be made to apply approaches other 
than agglomerative hierarchical. Attempt will also be made to 
apply some other tools like association rules mining, 
sequential patterns mining, etc. 
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