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 
ABSTRACT 
 
The article considers methods and means of protection of 
distributed computer systems. A new approach based on the 
neural network apparatus is proposed. A complex adaptive 
system consisting of subsystems for threat recognition, 
classification, and intelligent control based on intelligent 
agents is implemented and described. This combination made 
it possible to implement adaptive management of the 
information system security system, ensure timely response to 
the threat and make independent decisions in real time. 
Experiments were conducted to determine the level of 
correctness of detecting threats and recognizing them. 
 
Key words : Protection of distributed computer systems, 
neural network, intelligent agent, complex adaptive systems. 
 
1. INTRODUCTION 
 

This big present and in cases when you need quick 
information processing uses distributed computer system, the 
structure of which is the lack of control center and distribution 
functions, resources among all nodes in the system. A typical 
example is the well-known Internet, which provides an open 
and scalable communication system [1-4]. This principle is 
the basis for all distributed systems and unfortunately this has 
weakened their security level. In the network, anyone can 
send any package to anyone, and the recipient must process 
the package that came properly. The security weakness is that 
an attacker can form a false identity and send malicious traffic 
(traffic) with impunity, so all nodes of the system connected 
are potentially at risk, since the openness makes them 
accessible to the attacking party [5]. Security methods for 
 

 

distributed computer systems are based on standard methods 
for verifying authorization data. unfortunately, they cannot 
fully counteract these threats [6]. 

As evidenced by the statistics of Kaspersky Lab, most 
attacks in recent years have been aimed at gaining access to 
the system and executing arbitrary code with local user 
privileges, as well as manipulating data, performing DoS 
attacks on the failure of system resources, or creating a 
significant load on the system itself. The rating also includes 
vulnerabilities that allow data manipulation, circumventing 
the security system, and conducting XSS attacks. [9] 
Features of modern attacks are increasing the complexity of 
the attacking action and technological level. Most often, they 
have a multi-level algorithm and a distributed structure, which 
proportionally increases their negative effect [7]. The task of 
modern security systems is to process and analyze large 
amounts of data using an intelligent approach. They must 
perform threat recognition and classification, and if there is no 
information about such a threat, adapt to the new attacking 
action. Based on the analysis of these features of building 
security mechanisms, neural networks and intelligent control 
agents are the most suitable for solving this problem [8]. 
 
2. MATERIALS AND METHODS 
 
There are two ways to protect your computer system. The first 
is to try to build an absolutely secure system, that is, to 
complicate the authentication process, access rights 
mechanisms, and so on. However, this method has several 
disadvantages. First, it protects you from your own users. 
Secondly, the authentication protocols themselves have weak 
points, and passwords can be stolen and picked up. Such 
systems will always have weak points. The second way is to 
complicate the mechanisms for detecting anomalies in user 
behavior and resource usage [10]. 
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As already noted, the most common and dangerous attack is 
the failure attack. A typical denial attack scenario involves 
blocking resources, services, and software from a particular 
node. The attacker, having gained access in a certain way, 
initiates an attack using the machines of third parties taken 
under control, called agents. An attack can block a key 
resource by exploiting certain vulnerabilities in the victim's 
software (vulnerability attacks) or by forwarding large 
volumes of traffic that the victim must process (overflow 
attacks – flooding attacks) [11-13]. 
Distributed denial-of-service (DDoS) attacks)) this is a failure 
attack that is implemented from several controlled machines 
(agents). In the most common scenario, all the machines 
involved in the scheme simultaneously start sending packets 
to the victim with maximum intensity [15]. A large number of 
agents allows you to quickly download the main and backup 
resources of the victim. A typical DDoS attack consists of two 
stages. The first step is to search for vulnerabilities and install 
attack tools on them [14]. This stage is also known as turning 
computers into "zombies". In the second stage, the attacker 
commands his "zombies" through a secure channel to launch 
an attack against the selected node. Note that attack traffic 
packets can use a fake source IP address to make it harder to 
identify attacking computers. The number of managed agents 
in a distributed denial-of-service attack can range from 
several tens to tens of thousands of compromised machines. 
[1,2] 
Among the considered and analyzed methods of protection of 
distributed computer systems proposed in other works, it 
should be noted such methods as: decision trees, Bayesian 
network, hidden Markov network, fuzzy logic, the method of 
reference vectors. All of them perform threat analysis and 
response algorithms in their own way, but the best results of 
recognizing new and modified threats are marked by systems 
with the implementation of neural networks, that is, those that 
are characterized by an intelligent approach to detecting 
danger in the system [16]. 
The basis of such systems is the prototype of a biological 
neuron. Based on the received input data and previous 
experience obtained in the form of weights of connections 
between the input layer and the intermediate result obtained, 
which is a consequence of activation of the neural network. 
[3,4] 

 
Figure 1: Neuron, an element of a neural network 
 
Figure 1 shows a formal neural network neuron. The 
combination of this structure into a system makes it possible 
to analyze the input parameters and with some probability 
answer the question of which class or type of source 
information belongs to. [5] 
Intrusion detection based on a modified neural network 

Neural networks are characterized by the ability to learn. 
Unlike conventional programs, they do not have a standard 
algorithm and can learn by changing the coefficients of 
connections between neurons. During training, the network 
can identify complex dependencies between input and output 
data and generalize the resulting image. [6] according to the 
method of training, neural networks are divided into those that 
require preliminary training and self-learning networks [17]. 
The latter include Kohonen networks, which are characterized 
by a distributed memory structure. This structure allows you 
to avoid failure in the event of a failure of one of the neurons. 
This effect is achieved due to the fact that a cluster of neurons, 
rather than a single neuron, is responsible for classifying input 

data. Each input signal vector 1 2{ , ... }nX x x x is sent to the 
input of each neuron in a two-dimensional matrix of neurons. 
The set of weighting factors is also shown as a matrix W . [7] 
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The elements of this matrix are vectors of weight coefficients 
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nw w w w . At the beginning of training, the 

network weights are set randomly. In the next step, the 
distance between the input signal vector and a set of neurons 
in the network is calculated using the formula 2. 
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where ( )x t is the input vector at time t , 
( )ij

pw t
and is the 

vector of weighting coefficients at time t . In the third stage, a 

search is performed for the neuron with coordinates ( ,i j ) for 
which this distance is the smallest. Then the weights are 
changed, which is calculated using the following formula for 
network training. 

( 1) ( ) ( )( ( ) ( ))ij ij ijw t w t k t x t w t     (3) 
where k(t) is the learning coefficient, or the learning rate that 
decreases over time.  
Thus, the Kohonen network is trained using sequential 
approximations. In the process of learning, data is fed to the 
inputs, but the network adjusts itself not to the reference value 
of the output, but to patterns in the input data. Training begins 
with a randomly selected initial location of the centers.  
In the process of sequential input of a network of training 
examples, the most similar neuron is determined (the one with 
the scalar product of weights and the input vector is minimal). 
This neuron is declared the winner and is the center of the test 
of the scales of neighboring neurons. This training rule 
assumes "competitive" training, taking into account the 
distance of neurons from the "winning neuron". 
Training in this case does not consist in minimizing the error, 
but in determining the desired weights (internal parameters of 
the neural network) for the greatest match with the input data. 
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Figure 2: Neural network the definition of the attack 
 
The basis of the network is the hidden layer of Kohonen. 
However, to improve the result of the analysis of the system 
status and intrusion detection was proposed a modified neuron 
of Kohonen network. As shown in figure 2. the hidden layer 
of Kohonen consists of two parts. The first set of neurons 
 1... f

is responsible for determining the type and class of 
attack. Changing the input weights on the source layer triggers 

activation of the linear function 1Y . In this case, the value of 
zero corresponds to the allowed state of the system, and units 

correspond to the attack. The second set of neurons  ...n m

analyzes the normal state of the system 2Y , which allows you 
to Supplement and Refine the result of the output layer of the 

attack class 1Y  [18] 
Parameters that are used as input data for recognizing system 
attacks can include: parameters of network records and 
events, data about the time when users log in and out, the 
number of processes, file access, time intervals, and requests 
to resources and objects of the computer system. This 
mechanism can also use computer network settings, the 
number of users, user privileges, access settings, the number 
and nomenclature of ports, network services, and 
administrator settings to detect vulnerabilities [19]. 
To detect an attack, analysis and data collection must be 
performed at several levels of the information system, in this 
case, a distributed computer system. Therefore, the following 
information sources were selected: network packet data, 
router log data, operating system security log, operating 
system registry, and operating system process data [20].  
An intelligent agent is attached to each data collection level, 
as shown in figure 3. 

 
Figure 3: Architecture of the attack detection system 
 
This diagram shows a complex adaptive system based on a 
neural network and intelligent agents. Each of the attached 
intelligent agents has its own neural network, which is 
responsible for classifying threats and attacks on the scale of 
its analysis. Accordingly, to increase the percentage of attack 
recognition, it was proposed to use intelligent agents that 
would interact with each other. A detailed diagram of the 
interaction of an intelligent agent and a neural network is 
shown in figure 4. 
 

 
Figure 4: Architecture of a complex adaptive security system 
  
The presented diagram shows the structure of an intelligent 
agent that uses neural network technology to detect and 
classify threats, if there is one [24]. The input parameters of 
the system fall on the agent's sensor, which continuously reads 
data from the environment provided to it and feeds it to the 
inputs of the neural network. In addition to system data, an 
intelligent agent can also provide data about the user, their 
activity, and so on as input information. All this depends on 
the task at hand [21]. 
 After receiving a neural network result on the type and class 
of attack or normal state of the system, information from it is 
transmitted through the agent's connections to other agents, as 
well as to the main agent on the receiving side of the system. 
This way, information about the threat is analyzed by the 
entire structure of the security mechanism and increases the 
accuracy of the analysis [23]. 
Since we use the Kohonen network neuron as a hidden layer, 
all parameters are fed to a matrix of neurons to form a fully 
connected neuron network. It is important to note that this 
type of neural network is characterized by a large number of 
connections. Therefore, it would be appropriate to perform 
simplifications and verbalizations of the neural network. This 
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means that elements (input parameters, neurons) that have 
little effect on the recognition error can be excluded from the 
network without significantly impairing the quality of 
recognition. [8] 
During experiments, it was found that when analyzing the 
selected DoS attacks, certain parameters do not play a large 
role in recognition. As shown in figure 5, if there are more 
than 11 input parameters of the neural network, the 
recognition result does not differ much from each other, 
which means that their number can be reduced to this number 
[22]. 
However, when new input parameters for training appear, this 
method can damage neural networks, and it can lose its 
generalization property. Thus, this algorithm for reducing 
input parameters should be used in static problems, rather than 
in problems with variable conditions. 

3. CONCLUSION 
In the face of increasing attacks and their complexity, 

protecting information systems requires an intelligent 
approach, that is, one that can learn and make security 
decisions independently and identify threats by classifying 
them according to certain characteristics.  
A software package based on neural networks and intelligent 
agents has been developed to detect and classify attacks. The 
proposed mechanism is based on the Cochogene neural 
network and is characterized by such properties as the 
accuracy of attack detection even in conditions when one of 
the neurons has failed because a certain number of neurons 
corresponds to the classification of the attack – a cluster. In 
addition, the property to analyze the state of the system 
without the entire set of system parameters, as shown by 
experiments, allows you to avoid an incorrect result in their 
absence, or damage them. 
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