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ABSTRACT 
 
The features of cytological images during processing by 
automated microscopy systems are determined. The essence 
of the known methods of processing of cytological images 
used in algorithms of automatic selection and transformation 
of micro-objects on cytological images is briefly stated. The 
results of cytological image processing by k-means, Prewitt, 
Sobel, Canny, Hough methods and combinations of these 
methods are presented. A comparative visual and quantitative 
assessment of the quality of cytological image processing was 
performed. Errors of the first and second kind are selected as 
indicators of quality of cytological drugs image processing. 
 
Key words: image, medicine, cytological drug, automated 
microscopy systems, method, cell, processing. 
 
1. INTRODUCTION 
 
At verification of the previous diagnosis and the subsequent 
treatment the cytological images of the investigated samples 
received by means of a microscope are used [1]–[4]. 
Cytological images are colour images of groups of cells of 
living organisms that contain similar micro-objects (in the 
absence of pathology) with weakly expressed contours, the 
colour range of which depends on the dyes used [1], [5]–[6]. 
 
The analysis of cytological images consists of operations of 
selection of micro-objects, definition of their characteristic 
features and an estimation of the received characteristics by 
the doctor. Automated microscopy systems are used to 
increase the speed of sample processing and reduce the 
influence of the human factor on the diagnostic results 

[6]–[8]. The advantages of using automated microscopy 
systems are the ability to adjust the operating modes 
depending on tasks and minimizing the error of selection of 
micro-objects during the detection of precancerous 
conditions. Analysis of existing automated microscopy 
systems showed the absence of algorithms for automatic 
selection and conversion of micro-objects to cytological 
images. The development and verification of such methods is 
complicated by the peculiarities of cytological images and the 
limited size of test samples. 
 
1.1 Problem analysis 
 
Three approaches are used to select micro-objects in 
automated microscopy systems: manual, automated, and 
automatic [7]–[8]. Automatic and automated selection is 
based on the using of digital image segmentation algorithms 
[9]–[15]. 
 
The papers [7]–[8] present:  
– the method of segmentation of color cytological images on 
the basis of previous markings, which, in contrast to the 
existing ones, combines several different criteria for assessing 
the homogeneity of areas; 
– the method of automatic selection of the algorithm of 
segmentation of cytological images on the basis of the 
analysis of criteria of an estimation of homogeneity of areas 
and the analysis of the histogram of distribution of brightness 
by means of methods of fuzzy logic. 
The methods [7]–[8] improved the accuracy of finding 
micro-objects in the images and provided minimal error in 
splitting the input image. 
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The paper [16] presents an approach to detect lung cancer in 
scanned images. The steps involved in it is proposed using 
methods of image preprocessing where median filter is used 
followed by segmentation here mathematical morphological 
operations are used. Geometrical features like area, 
perimeter, and eccentricity are calculated to tumor detected 
part. At last SVM classifier is used to classify whether it is 
cancerous (Malignant) or normal (Benign). 
 
The papers [17]–[18] propose to use images of cytological 
preparations using wavelet transform. The visual quality of 
the image after conversion does not allow to identify all the 
cells. Further improvement of image quality requires 
additional pre-processing, which increases processing time 
and affects the final image processing quality. 
 
Analysis of known segmentation methods showed that there 
is no universal algorithm for dividing the image into 
homogeneous regions, which leads to the dependence of the 
error of the segmentation results on the characteristics of the 
image itself. Among the analyzed contouring algorithms, the 
dependence of the results of their work on the choice of stop 
criteria and re-checking of some points of the image, which 
slows down the algorithms, was investigated. 
 
Analysis of skeleton-based transformation methods [19]–[20] 
has shown insufficient accuracy of known image conversion 
algorithms. 
 
The growing demands on the efficiency and accuracy of the 
analysis results in the need to create new and improve existing 
methods and algorithms for the analysis of cytological 
images. Therefore, the task of developing methods is 
important and relevant to increase the accuracy of processing 
cytological images in automated microscopy systems and to 
compare of these methods. 
 
The aims of the paper are: a brief description of the essence of 
the known methods of automated processing of cytological 
images, a comparative visual and quantitative assessment of 
the quality of processing of cytological images. 
 
2. MAIN MATERIAL 
 
The cytological images are characterized by low contrast, 
which makes it difficult to distinguish objects on them. The 
increasing the reliability of the results of segmentation of 
cytological objects is achieved by determining the specific 
properties of individual objects. This is highly individualized 
and cannot be applied to analysis of cytological images in 
general. There are two main directions for solving this 
problem. The first is based on the specific processing of 
individual classes of objects, leading to the use of highly 
specialized tools. The second is on the determination of the 
general properties of objects, the selection of large general 
classes. This direction gives a lower quality result, but allows 

you to define large classes of objects. It is more promising, as 
it helps to expand the range of tasks to be solved. 
 
On cytological images, four main classes of objects: 
fragments of fabric (texture objects); vessels and fibers in 
longitudinal section (extended objects); cells, nuclei, vessels 
and fibers in cross section (convex objects); cellular 
inclusions and nucleoli (small contrasting objects). Let’s 
briefly consider the main methods of processing cytological 
images.  
 
I. The iterative algorithm of k-means clustering is often used 
when processing color and grayscale images [12], [15], [21]. 
It is based on minimizing the squared error (expression (1)):  

  
i

2K

i
i 1 x C

V x
 

   

 
The goal of the algorithm is to divide the original image of N 
pixels into K clusters. A cluster is a certain grouping of pixels 
that depends on the values of pixels in the image, but does not 
depend on their location in the original image. Such 
dependence appears when the coordinates of pixels are a 
given property of pixels that is important for clustering. 
Let NX {x,..., x } – a set of N pixels of the image, iV(x )  – a 
vector of properties associated with a pixel ix . The k-means 
clustering consists of the following steps (Figure 1): 
 
 

The original image 

The new centroid is 
different from the 

previous one 

Yes 

No 

Determination of the number of clusters K 
 

Choosing arbitrary initial centroids for each 
of the К clusters 

Strict distribution of pixels across clusters 

Recalculating the centroid for each cluster 

The resulting image 

Start 

Finish 
 

Figure 1. Steps of algorithm of k-means clustering 
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1. The determination of the number of clusters K by the user 
randomly or based on some heuristic. 
 
2. The choice of arbitrary initial centroids for each of the K 
clusters.  
In the classical k-means clustering, the value of each element 

iV(x )  is chosen at random from the set of all possible values 
for that element. For example, if a property vector has the 
form (R,G,B) and represents the intensity of red, green, and 
blue, respectively, the first element R will be selected at 
random from all possible intensities of red. 
 
3. Strict distribution of pixels across clusters. 
When each of the K clusters kC has a centroid k , then all 
pixels are added to the cluster with the nearest centroid. 
Adding a pixel to a cluster is based on a distance function that 
defines the distance between two vectors of properties. After 
that, each pixel ix  belongs to only one cluster kC . 
 
4. Recalculate the centroid for each cluster.  
The cluster centers are recalculated. For this, the value of the 
vectors of properties of all pixels in each cluster is used. Thus, 
the centroid k is calculated as follows by expression (2): 
 

  i i kV(x ) x C  

Steps 3 and 4 are iteratively repeated until the centers of the 
clusters stop changing. Obviously, that the boundaries of the 
clusters change and their centers shift at each iteration. As a 
result, the distance between elements within clusters is 
minimized and inter-cluster distances are increased. The 
algorithm will stop when the boundaries of the clusters and 
the location of the centroid do not stop changing and the 
pixels will remain in the same cluster at the next iteration. 
This is called convergence. The main advantages are ease of 
implementation and speed of work. It does a good job of 
clustering pixels in an image, but in the process of image 
processing it cannot exclude unnecessary information, such 
as, for example, noises of various kinds. Also, there may be 
erroneous results for highlighting areas in colour images 
using the k-means clustering. Namely, areas with different 
colours and the same intensity can merge. 
 
II. Operators by Sobel, Prewitt, and Robert are classified as 
classical operators, which are easy to implement but highly 
sensitive to noise [15], [22]–[23]. The principle of operation 
of such an algorithm for such classical operators is shown in 
Figure 2. 
 
These gradient methods are based on the selection of edge 
points, which, insensitive to noise and contrast images. They 
are based on the property luminance signal – discontinuity. 
Effective the way to find breaks is to handle images with a 
sliding mask - spatial filtering. During this filtering, the filter 
mask moves from pixel to pixel. For detecting brightness 

differences are used discrete analogues of the derivatives of 
the first and second orders.  
Like the Sobel operator, the Prewitt operator is also used to 
detect two kinds of edges in an image: xG  – vertical 
direction; 

yG  – horizontal direction. 
 
The main difference is that the Sobel operator's coefficients of 
mask are not fixed and can be adjusted according to our 
requirements, as long as they do not violate any property of 
the derived masks. 
 
The Sobel edge detection method consists of the following 
steps (Figure 3): 
1. Convolution of the original image with a 3x3 kernel to 
calculate the approximate values of the vertical and 
horizontal derivatives.  
Let A – the original image, xG  and yG  – two images in 
which the point contains the approximate derivatives with 
respect to x and y. They are calculated by the following 
expressions (3) and (4): 
 
 

The original image 

 

G>T 

Yes 

No 

Convolution image by filter 

Blur the received image gradient mask 
selected operator on the i axis 

Setting the value of threshold T 

Select pixel 

The resulting image 

Start 

Finish  

Blur the received image gradient mask 
selected operator on the j axis 

Calculate the value of gradient G 

Choose 
following 
neighboring 
pixel 

Mark pixel as "border" 

 
Figure 2. The basic principle of the algorithm for such 

classical gradient operators 
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 x

1 0 1
G 2 0 2 A;

1 0 1

 
    
  

 

 y

1 2 1
G 0 0 0 A,

1 2 1

   
   
  

 

where * – two-dimensional convolution. 
 
2. Calculating the gradient G. The approximate value of the 
gradient G at each point of the image is calculated. The value 
of the gradient G can be calculated by element-wise use of the 
obtained approximate values of the derivatives (expression 5): 
 

 2 2
x yG G G ,   

 
or using the following simplification (expression 6): 
 

 x yG G G ,   

 
 

The original image 

Convolution of the original image with a  
3x3 kernel 

Calculating the gradient G 

Calculating the direction of the gradient θ 

The resulting image 

Processing of 2D map of gradient for each 
point 

Start 

Finish 
 

Figure 3. Steps of the Sobel edge detection method 
 
3. Calculating the direction of the gradient θ (expression 7): 
 

 x

y

Garctg ,
G

 
    

 
 

where, for example, 0   for a vertical border that has a left 
side. 
 

4. Processing of 2D map of gradient for each point. The result 
of the Sobel operator is a two-dimensional map of gradient for 
each point. It can be processed and shown as a picture in 
which areas with a large gradient value (mainly edges) will be 
visible as white lines. 
 
The disadvantage of the Sobel operator is the lack of 
rotational symmetry in matrices for calculating the values of 
the approximate derivatives in the vertical and horizontal 
directions. This leads to the loss of some contours.  
Since there are no fixed coefficients in the Sobel operator, 
more weight can be applied to the mask. The more weight the 
mask has, the more edges it will highlight. The main 
disadvantage of the Sobel operator is the high computation 
time compared to the same Robert operator. 
 
The Prewitt operator is very similar to the Sobel operator. It is 
also a derived mask that is used for edge detection. The main 
difference is that the coefficients of the Prewitt operator mask 
are fixed, they cannot be corrected and he mask has the form 
calculated by the following expressions (8) and (9): 
 

 x

1 0 1
G 1 0 1 A;

1 0 1

  
     
   

 

 y

1 1 1
G 0 0 0 A,

1 1 1

   
   
    

 

 
To solve the question of invariance, both the Sobel and 
Prewitt methods with respect to rotation use the diagonal 
components of the gradient yxG  and x yG . For example, 
kernels xG  and yG  will be as follows (expressions (10) and 
(11)): 
 

 xy

1 1 0
G 1 0 1 ;

0 1 1

  
    
   

 

 yx

1 1 0
G 1 0 1 ;

0 1 1

  
    
   

 

 
The Sobel operator has a large kernel, which makes the 
operator less susceptible to noise. Local averaging is 
performed in the vicinity of the mask due to the large size 
possibility. This reduces errors from noise exposure. 
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III. The papers [6], [24]–[26] presents the Canny method. 
The Canny method consists of the following steps (Figure 4) 
[6]. 
 
IV. The paper [6] presents two-stages method. The first stage 
is the selection of contours using any edge detection 
algorithm. The second stage is the selection of geometric 
primitives using the Hough transform [6], [27]–[30]. 
 
2.1 Experimental research 
 
There is the original image (Figure 5 [1]). This image was 
taken from Carl Zeiss microscope. The Figure 5 shows the 
bone marrow cells that need to be identified. The Figure 6 
shows the fragment of Figure 5, where the bone marrow cells 
intersect. This certainly complicates the task of automated 
detection of bone marrow cells. 
 

Figure 4. The steps of the Canny method  
 

 
Figure 5. The original image [1] 

 

 
Figure 6. The fragment of Figure 5, where the bone marrow 

cells intersect 
The results of applying of k-means method to Figure 5 are 
shown in Figure 7,a,b,c for k=2 (Figure 7a), for k=3 
(Figure 7b), for k=4 (Figure 7c). 
 

 
a) 

 

The original image 

Start 

The application of the Gaussian  
filtration 

The image intensity  
gradient search 

 

The application of  
non-maximum suppression 

The application of  
double threshold  

The tracking edge by hysteresis 

The segmentation image 

Finish 

1 

2 2 

3 

4 

5 
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b) 

 
c) 

Figure 7. The results of applying k-means method to the 
original image (Figure 5): a) k=2; b) k=3; c)k=4 

 
The results of applying of Sobel, Prewitt and Canny methods 
to Figure 5 are shown in Figure 8, Figure 9 and Figure 10 
respectively. 
 

 
Figure 8. The result of applying of Sobel method to the 

original image (Figure 5) 
 

 
Figure 9. The result of applying of Prewitt method to the 

original image (Figure 5) 
 

 
Figure 10. The result of applying of Canny method to the 

original image (Figure 5) 
The result of applying of Hough transformation method to 
Figure 5 is shown in Figure 11.  

 
Figure 11. The result of applying of Sobel method to the 

original image (Figure 5) 
 
The results of applying of two-stages methods [6] to Figure 5 
are shown in Figure 12, Figure 13 and Figure 14.  
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Figure 12. The result of applying of two-stages method [6] to 
the original image (Figure 5) (the first stage is Sobel method) 
 

 
Figure 13. The result of applying of two-stages method [6] to 

the original image (Figure 5) (the first stage is Prewitt 
method) 

The first stages for two-stages methods are: Sobel method. 
(Figure 12), Prewitt method (Figure 13) and Canny method 
(Figure 14). 
 

 
Figure 14. The result of applying of two-stages method [6] to 

the original image (Figure 5) (the first stage is Canny 
method) 

 

The visual quality of the processed cytological images 
indicates the advisability of choosing two-stage methods. In 
this case, the most suitable is the two-stage method, when the 
Canny method is used at the first stage, and the Hough 
transformation for circles is used at the second stage 
(Figure 14). 
 
The indicators for determining the quality of cytological 
drugs image processing shall be errors of first and second 
kind. The errors of determination of bone marrow cells of first 
(α1) and second (β2) kind are determined based on the 
maximum likelihood criterion, which follows from the 
generalized criterion of an average risk minimum [20]. The 
errors of determination of bone marrow cells of first kind α1 
and second kind β2 are calculated from expressions (12), (13), 
respectively [20]: 


  
  

1
1

2

S ( fs
S f

 
X
X

, 


  
  

3
2

4

S fs
1

S ( f
  

X
X

 

The values for first and second kind errors for different 
methods, calculated from expressions (16), (17), are given in 
Table 1. 
 
Table 1 – The estimation of the first and second kind errors 

 Sobel method Prewitt method Canny method 
One 
stage 

Two 
stage 

One 
stage 

Two 
stage 

One 
stage 

Two 
stage 

α1, % 37 23 31 19 22 16 
β2, % 33 21 29 17 19 13 
 
5. CONCLUSION 
 
Thus, the visual quality and the values for first and second 
kind errors for different methods of the processed cytological 
images indicates the advisability of choosing two-stage 
methods. In this case, the most suitable is the two-stage 
method, when the Canny method is used at the first stage, and 
the Hough transformation for circles is used at the second 
stage. 
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