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ABSTRACT 
 
Along with the development of machine learning 
methodologies, in the last few decades, a variety of machine 
learning techniques began to solve many problems in various 
fields. Encouraged by the development of computer hardware 
technology, deep learning has become one of machine 
learning methods that have become incredibly attractive due 
to the performance of such methods. By using deep learning, 
the researchers managed to find solutions to a variety of 
complex problems that had not yet had an optimal solution. In 
the field of bioinformatics and computer-aided diagnosis, 
previous researches show that deep learning can be utilized to 
predict the structure of protein compounds, detecting lumbar 
spinal stenosis regions, or other biomedical related prediction 
problems. In this study, we are experimenting with various 
pre-trained deep convolutional neural networks (CNN) 
architectures, namely, densely connected convolutional 
networks (DenseNet), VGG-16, Inception, and 
Inception-ResNet, to build another classifier on top of 
before-mentioned pre-trained models for classify each patient 
condition based on their chest X-Ray images. In this study, 
our resulted model needs to able to predict whether a patient’s 
lungs have a normal condition or have contracted either with 
viral or bacterial pneumonia-related conditions based on the 
given chest X-Ray image. Our experiment shows that by 
using a variation of DenseNet, DenseNet201,deep CNN is 
able to achieve the accuracy scores of 93.87% for the training 
data and 82.7% for the validation data. 
 
Key words: Deep convolutional neural networks, pneumonia 
classification, x-ray images 
 
1. INTRODUCTION 
 
In the last few decades, a variety of machine learning 
techniques began to solve many problems in various fields. 
Encouraged by the development of computer hardware 
technology, deep learning has become one of machine 
learning methods that have become incredibly attractive due 
to the performance of such methods. The term deep learning 
was first introduced by Ivakhnenko (1970) through the group 
method of data handling (GMDH) algorithm as one of the  
 

heuristics approaches for solving complex problems. In 
general, the term deep learning refers to an artificial neural 
network (NN) architecture that consists of a big number of 
hidden layers as well as hidden neurons within a network [1]. 
 
By using deep learning, the researchers managed to find 
solutions to a variety of complex problems that had not yet 
had an optimal solution. For example, researchers 
[2]developed daily water level forecasting using Whale 
Optimization Algorithm and NN. In [3] researchers also use 
NN for crude oil export forecasting. Besides that, in the field 
of computer vision, NN is used for human body poses 
recognition [4]. Due to the fascinating performance of deep 
learning methods, deep learning began to be applied in 
various fields that require sophisticated and critical solutions. 
This means that the solution given needs to be very reliable 
since it involves the critical aspect of a human being, e.g., 
bioinformatics, computer-aided diagnosis, and 
computer-aided surgery systems. 
 
In the field of bioinformatics and computer-aided diagnosis, 
deep learning can be utilized to predict the structure of protein 
compounds [5], lumbar spinal stenosis detection system based 
on MRI images [6, 7], or classification system based on 
certain patterns in a collection of biomedical images [8, 9]. 
Previous research by Gulshan et al. [10], shows the 
implementation of deep CNN (DCNN) for classifying 
patients’ diabetes level based on their retinal eye image. In 
another study [11], by the use of a similar method, researchers 
managed to classify the condition of gastric infections based 
on patient’s gastric images. 
 
Besides having good performance, deep learning methods 
also do not require their users to do the features extraction in 
its implementation manually. For example, in the 
implementation of CNN, the convolutional and pooling layers 
in the networks can be used to capture some image features 
that characterize each corresponding class in the dataset [12]. 
However, the main problem of deep learning implementations 
is that the learning process tends to require a massive amount 
of computational resources and times [13]. 
 
For addressing the mentioned problem above, transfer 
learning is a mechanism that often used by researchers [12]. 
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Transfer learning is a knowledge transfer mechanism where a 
model which hadpreviously been trained for a certain task is 
reused as a starting pointinanother model for a different task. 
In the case of CNN, transfer learning can be done by the use of 
convolution and pooling layers that have previously been 
trained. By using pre-trained convolution and pooling layers, 
the learning process for a new task can be reduced, so it only 
focused on the fully-connected layers part. 
 
In this study, we are experimenting with various CNN 
architectures, namely, densely connected convolutional 
network (DenseNet) [14], VGG-16 [15], Inception [16] and 
Inception-ResNet [17], to classify each patient condition 
based on their chest x-ray images. All of the mentioned 
architectures above are quite popular and have a fascinating 
performance for image recognition and localization tasks. 
Each architecture used in our experiment has been trained for 
a Large Scale Visual Recognition Challenge 2017.The dataset 
used in this research consists of Chest X-ray images 
(anterior-posterior) that has been selected from retrospective 
cohorts of paediatric patients with one to five years long 
treatment in Guangzhou Women and Children’s Medical 
Center. All chest X-ray imaging was obtained from patients’ 
routine clinical care in the hospital. The dataset consists of 3 
categories, namely, normal, viral, and bacterial pneumonia, 
where each category has 1538, 1178, and 2780 images, 
respectively. Figure 1, 2, and 3respectively show X-ray image 
of viral pneumonia, bacterial pneumonia, and normal lung 
condition in the provided dataset. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 1:(a) Viral infection case (b) Bacterial infection case (c) 
Normal lung condition 

 
As seen in Figure 1c, normal chest X-ray depicts clear lungs 
without any areas without abnormal opacification within, 
while in pneumonia case (Figure 1b), chest X-ray depicts 
some area with more radio-opaque characteristics in the lungs. 
Moreover, for viral pneumonia case (Figure 1a), both lungs 
have more dispersed opacity, while in bacterial pneumonia 
case, the opacity is more noticeable in one part of the lungs. 

2. FUNDAMENTALS 
 
2.1 Convolutional Neural Network 
 
The first idea of Convolutional neural networks (CNN) was 
introduced by Zhang [18] under the name Shift invariant 
artificial neural networks (SIANN). CNN is an 
implementation variant of deep feed-forward artificial neural 
network that often used to analyze images data. As a deep 
learning method, the idea of CNN is mimicking the 
connectivity of neurons in the visual cortex of the animal 
brain. Each neuron in the cortex only responds to stimuli in 
certain regions of the visual field known as receptive fields. 
The receptive part of each neuron has several parts that 
partially overlap and cover all visual fields seen by the eye 
[19]. CNN is generally composed of convolutional, 
activation, pooling, and fully-connected layers. 
 
2.2 Convolutional Layers 
 
The principal idea of the convolutional layers is to obtain a 
collection of features based on an input volume. In 
conventional feed-forward NN architecture, Multilayer 
Perceptron (MLP), there are several drawbacks for using it to 
solve image processing tasks.The first one is the amount of 
parameters within the model can rapidly become 
unmanageable as the input image become larger. As an 
example, for a 299 * 299colorful image (3 color channel), 
each neuron in the first hidden layer have around 260000 
weights that need to be adjusted during the training process. 
Moreover, MLP is unable to processing objects’ spatial 
information within an image as MLP reacts differently to an 
image and its shifted version. 
 
For tackling this problem, instead of directly processing the 
input image using MLP ,in CNN architecture, the input image 
is processed first through a stack of convolutional and pooling 
layers for the image features extraction process. Afterwards, 
the extracted features will be used as an input for a 
classification task in MLP. In CNN, each convolutional layer 
works as receptive fields which represented as a collection of 
݉  filters, where each filter is represented by݊ ∗ ݊  matrix. 
Within a convolutional layer, each filter will  move across the 
entire image from the top-left to bottom-right, producing a 
matrix of features (features map) from the input. Each value 
within a features map is a dot product of n*n matrix with the 
window that slide across the input image. 
 
2.3 Pooling Layers 
 
A pooling layer is another compositional part of a CNN and 
mostly placed after the convolutional layer in CNN 
architecture. A pooling layer runs on each feature map 
separately and partitions it into a collection of 
non-overlapping rectangles to reduce the spatial size of the 
features map. Max and average pooling layers are the two 
most popular version of pooling layers which often used in 
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CNN, though in practice, the max pooling layers usually work 
better. The idea max pooling is taking the largest element 
within a spatial neighbourhood (e.g., 3x3 window) from the 
rectified feature maps produced by the previous layer. By 
using a similar idea, the average pooling layers work by 
taking the average from the rectified feature map. 
 
2.4 Fully-Connected Layers 
 
The fully-connected (FC) layer consists of a collection of 
neurons at the end of CNN. Similarly to regular Multilayer 
Perceptron, each neuron in an FC layer is connected to all 
activations in the preceding layer. As the purpose of 
convolutional and pooling layers is to capture useful features 
from the input image, the purpose of the FC layers is to use the 
produced features for classifying it into its corresponding 
target. The last layer in the FC layers part (the output layer) 
often uses the softmax function for producing a vector of 
values within zero to one that sum to one. 
 
2.5 Dropout Layers 
 
Dropout layers are functioning as regularization in neural 
networks which reduce co-dependency amongst each neuron 
during the training phase. It can lead a model to overfit of 
training data. Dropout layers work by shutting down part of 
neural networks during a particular forward and backward 
phases. By doing so, dropout layers might benefit a neuron in 
a neural network to discover more robust features that are 
beneficial in conjunction with many different arbitrary subsets 
of the other neurons. 
 
2.6 ImageNet Pretrained CNN 
 
ImageNet is an ongoing research effort that consists of more 
than fourteen millions of manually human-annotated and 
quality-controlled images into almost 22,000 separate object 
categories. The purpose of the ImageNet project is to be an 
easily accessible image database to all researchers around the 
world. Every year, from 2010 to 2017, based on the ImageNet 
dataset, the ImageNet Large Scale Visual Recognition 
Challenge (ILSVRC) is held to evaluates algorithms for high 
performance andlarge scale object detection and image 
classification. Based on ILSVRC, the following section will 
show some CNN architecture that works best and dominating 
the challenge. 
 
2.7 VGG-16 
 
VGG-16 is one from famous deep convolutional neural 
network submitted to ILSVRC-2014 [15]. VGG-16 is 
invented by Visual Geometry Group (VGG) from University 
of Oxford. VGG-16 take an input of an RGB image with a 
fixed size of 224x224. In VGG-16, the input image is 
processed through a stack of convolutional layers with a 
relatively small receptive field: 3x3. By using small receptive 
fields, VGG-16 has fewer parameters compared to another 

CNN architectures like AlexNet and ZFNet. With fewer 
parameters to be learnt, VGG-16 is faster to converge and 
reduced the overfitting problem. By using smaller receptive 
fields, VGG-16 designed to have deeper convolutional layers 
configuration. Another research by Goodfellow at el. (2014) 
shows that deep ConvNets led to better performance. 
 
2.8 DenseNet 
 
Densely connected convolutional networks (DenseNet) is one 
of deep CNN developed by Huang, Liu, and van der Maaten 
[14]. Unlike a standard CNN, in DenseNet, the input image 
goes through multiple convolutional layers and each 
convolutional layer passes on its feature maps to all 
subsequent layers by the use of channel-wise concatenation. 
The idea of doing so is each layer receiving a “collective 
knowledge” from all preceding layers. As each layer receives 
extractedfeatures from all preceding layers, the designed 
network architecture can be leaner and compact, thus lead to a 
higher computational and memory efficiency. There are 
several implementations of DenseNet (e.g., DensetNet121, 
DenseNet169,and DenseNet201), where the number for each 
implementation denotes the depth of the ImageNet models. 
All implementations of DenseNet are taking an input image 
with a width and height of 224 and 3 color channels. 
 
2.9 Inception 
 
There are several versions of Inception. In this research, the 
term Inception is referring to Inception v3 that developed by 
Szegedy et al. [16]. Similarly to VGG16, the idea of Inception 
is to create a more in-depth neural network architecture. 
However, as a deeper model requires more data to prevent it 
from overfitting and requires more computational resources, 
Inception work by replacing fully connected architectures 
inside of convolutional layers with sparsely connected 
architectures. By doing so, Inception has a very depth 
convolutional layers configuration with less number of 
parameters (requiring less computational resources) 
compared to other CNN architectures. For example, compared 
to VGG-16 with the depth of 23 that has 138,357,544 
parameters, Inception with the depth of 159 only consists of 
23,851,784 parameters. Inception takes an input image with 
the size of 299x299. 
 
2.10 Inception-ResNet 
 
Inception-ResNet is a modification of Inception v3 model 
which uses some principal techniques in ResNet 
implementation. By implementing the concept of residual 
connections in ResNet, Szegedy et al. [17] able to create 
deeper neural networks (Inception-ResNet  convolutional part 
has 572 layers with 55,873,736 parameters) which lead to 
even better performance for ILSVRC image classification 
benchmark. Inception Res-Net takes an input with the size of 
299x299. 
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3.  RESEARCH METHODOLOGY 
 
In this research, patients’ conditions already separated into 
three classes, which are normal, and bacterial or viral 
pneumonia infections. All of the data is randomly divided into 
a ratio of 70:30. 70% of the data is used by the machine to 
study the patterns of each class, while the remaining data will 
be used to validate the learning process that has been carried 
out by the machine. For each CNN architecture 
(DenseNet121, DensetNet169, DensetNet201, VGG-16, and 
Inception-ResNet) which will be used as a feature extractor, 
the learning and validation process will be carried out 
alternately using the same data. 
 
A scaling process is carried out when the image has a different 
size to adjusts the number of inputs that can be received by 
each architecture. For DenseNet121, DenseNet169, 
DenseNet201, and VGG-16 architectures, the images will be 
scaled to 224 * 224, whereas for Inception-ResNet 
architectures, the images will be scaled to 299 * 299. The 
result of the scaling process will be used as an input to each of 
the models that have been trained to solve the problem of 
object detection and localization in the ILSVRC2017 
competition. 
 
Based on the output of a pre-trained model, the flattening 
process will be carried out for transforming the outputted 
matrices into a 1-dimensional vector. To create a new 
classifier for the pneumonia classification task, we add 
fully-connected layers on top of a pre-trained model. In this 
research, the input layer of the fully-connected layers consists 
of a number of neurons equal to the length of the flattened 
image features, while the output layer consists of three 
neurons where each neuron represents each label in the 
dataset. Between the input and output layer, we add one 
hidden layer which consists of 250 neurons and one dropout 
layer. 
 
We decide to use 250 neurons in the hidden layer as on our 
preliminary experimentation involving a pre-trained model 
with high dimensional output features (DenseNet201 and 
Inception-ResNet). The output shows that there is no 
significant impact as we add more neurons in the hidden layer. 
The dropout rate in the designed model is set to 0.5 to prevent 
itto overfitting to the training data. Moreover, every neuron in 
the hidden layer will use the rectified linear unit (ReLU) with 
the definition of ݂(ݔ) = max	(0,ݔ) and every neuron in the 
output layer will use softmax function with the definition of: 

 

(ݔ)݂ =
exp(ݔ)

∑ exp൫ݔ൯
ୀ

݅	݇ݑݐ݊ݑ	 = 0, 1, 2, … , ݇	#(1)  

ReLU was chosen to introduce nonlinearity in the designed 
model and generally make the learning process faster than 
traditional function such as hyperbolic tan or sigmoidal 
function. On the other hand, softmax function is used as its 
capability to normalize a vector of K number into a probability 

distribution consisting of K probabilities. In our case, each 
value in a vector output represents a probability of each target 
class. 
 
Finally, to train the designed model, the epoch and batch size 
is set to 20 and 32 respectively; and root mean square 
propagation (RMSprop) is used as an optimizer in the training 
process. RMSprop is a gradient descent algorithm with 
momentum so our model may converge to the optimal 
solution faster compared to the traditional gradient descent 
algorithm. We use default Keras implementation for the 
RMSprop. The learning rate is set to 10ିଷ and rho to 0.9. For 
further detail about RMSprop reader can refer to [20]. 
 
4. EXPERIMENT 
 
Based on the previously described research methodology, 
Table 1 shows our experiment results. 

Table 1: Experiment Results 
Architecture Training 

Accuracy 
Validatio

n Accuracy 
DenseNet121 92.5% 81.21% 
DenseNet169 93.07% 82.70% 
DenseNet201 93.87% 82.70% 
VGG-16 85.75% 80.33% 
Inception 47.7% 47.7% 
Inception-ResNet 72.84% 70.59% 

 
For the convenience of the reader, we visualize the 
experiment results in Figure 2. 
 

 
Figure 2: Visualization of our experiment results. 

  
Figure 2 shows that a designed architecture by using 

DenseNet201 as a feature extractor has the best accuracy 
scores for both training and validation data. Following the 
previous experiment result, we decided to double up the 
number of epoch in the DenseNet201 architecture settings. 
We got a better accuracy score of 93.87% for the training data 
and the same accuracy for the validation part. Moreover, 
following the two promising results, we triple up the number 
of epoch to 60 to see if there is any accuracy improvement for 
the training and testing data. However, the resulting model 
shows the same performance as a model that has been trained 
for 40 epoch. 
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5. CONCLUSION 
 
Based on our experiment, we got the best accuracy score for 
the testing data by 82.7% and the training data by 93.87% 
using DenseNet201 as a feature extractor. However, 
compared to VGG-16, as the number of produced features in 
DenseNet201 is bigger than VGG-16, the learning process of 
DenseNet201 involving more learnable parameters thus lead 
to more training time within an epoch. Furthermore, though 
Inception-ResNet and DenseNet201 are producing a similar 
amount of features, in our case, Inception-Resnet based model 
is not achieving classification accuracy as best as 
DensetNet201. Therefore, as VGG-16 based model with a 
smaller amount of features producing better accuracy score, it 
can be concluded that the number of produced features 
produced might not affecting the performance of a new 
pre-trained based model. Finally, by using pre-trained CNN as 
feature extractor, we can build a classifier which might have 
relatively same performance as fully-trained CNN with 
significantly lower computation resources and times. 
 
6. FUTURE WORKS 
 
Another research in [21] shows that combining several 
pre-trained models can create a better classifier rather than 
using a single pre-trained model for the music classification 
task. Therefore, the next experiment that worth to try is 
combining several pre-trained models as a feature extractor 
and evaluating the performance gains through such 
combination. However, combining several pre-trained models 
requiring more computational power and memory as loading 
several pre-trained models requiring more GPU memory. 
Moreover, as several pre-trained models produce more high 
dimensional features, we might need to add more neurons in 
the fully convolutional layers of our designed CNN so it can 
completely utilize before-mentioned features. 
 
On the other hand, we can also combine several flattened 
image features from each pre-trained models as a single 
vector and applying a dimensionality reduction technique 
(DR) such as Principal Component Analysis [23] or Uniform 
Manifold Approximation and Projection [22], etc for lowering 
the combined features’ dimension. By doing so, the number of  
neurons in the hidden layers might not needed to be adjusted 
as the reduced features might have significantly lower 
dimension compared to the un-preprocessed features .Even 
though the reduced features have a smaller vector size, some 
previous studies show that using DR in preprocessing steps 
will not reduce the classification model performances or in 
some cases even increased such performances[24,25]. 
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