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 
ABSTRACT 
 
The study was conducted to forecast the crime rates in 
Northern Mindanao. The ARMA model was applied to 
describe the crime rates series and adopted the Box-Jenkins 
approach to ascertain the most appropriate ARMA model. 
There is an erratic movement of the crime rates from 2009 to 
2013. A decrease in crime rates from 2009 to 2012 and 
increase in crime rates in 2013. The ADF revealed that the 
data is stationary at first differencing. The ARIMA (2, 1, 2) 
model is the best approach to predict the crimes rate in 
Northern Mindanao, denoted as Yt = 0.495859 + -0.04041Yt-1 
- 0.746630t-2 + .077274e-1 + 0.967364e-2. Furthermore, there 
is no ARCH/GARCH effect on this model.  
 
Key words: crimes, forecast model, autoregressive integrated 
moving average, Northern Mindanao, Philippines.  
 
1. INTRODUCTION 
 
Crime forecasting is generally not exercised by the police and 
security sector, more so by the Philippine police. Although 
there are several econometric crime literatures or the 
inclusion of crime in research studies, it is difficult to find 
police departments or other police agencies that make 
frequent utilization of econometric forecasting or 
extrapolative implementation of constrained resources. 
Several reasons exist including the thought that that crime 
forecasting is actually not considered useful or possible until 
recently [1] [2] [3].  
 
The main target of police operations are people engaged to 
any criminal activities – for instance, investigating the modus 
operandi of serial offenders and detaining them [4]. 
Certainly, traditional approaches are barely not useful in 
forecasting the characteristics of each serial offenders [5][6]. 
Crime forecasting, by means of the approaches studied in this 
paper, would not become significant until two incidents 
happened: first, the criminality of locations was developed on 
the basis of theories like repetitive activities [7], the ecology of 
 

 

crime [8], and hotspots (spatial clusters of crime) [9], and 
second, police have started systematically mapping incidents 
through geographic information systems (GIS) over the last 5 
to 10 years. The target of the forecast are the criminals; 
however, the objective of crime reduction and law 
implementation focuses on areas where criminality appears to 
occur [10]. Police data could include incidence report of 
crimes over time and geographical location, and these data 
could be forecastable.But is precise forecasting of crime 
feasible? There is a significant amount of crime-related 
distinctiveness and randomness [11]. Nonetheless, forecasts 
produced by different statistical and algorithm outputs could 
provide sense on the regularity of behavior [11], crimes 
included. This fact was notably established through the 
influence of the recent concepts of opportunity of crime 
commission, which view crime as a routine activity. 
 
Dealing with uncertainties is very crucial to the institution 
whose responsibility is to protect and secure the lives of the 
people. It is very important to come up with information that 
will happen in the future to avoid worry among the citizens. 
However, with the drastic change in the agenda of the new 
president of the Republic of the Philippines number crimes 
committed are yet a question. In fact, a 2016 report from the 
national police suggests a 13% dropped on the number of 
crimes perpetrated in the country, manifesting a continuous 
downtrend in the past 4 years, amid President Duterte’s war 
on drugs which commenced a year ago. The information 
implies that the overall number of incidents throughout the 
country dropped from 675,816 reported crimes in 2015 to 
584,809 in 2016. Almost one-fifth of the reported incident 
was characterized as “index crimes”, which referred to as 
those incidents which are “serious in nature and which occur 
with sufficient frequency and regularity such that they can 
serve as an index to the crime situation”. Crimes in this 
classification – which involves murder, homicide, physical 
injury, rape and burglary – numbered 139,462 for 2016.  
 
In Northern Mindanao, there is a significant decline on the 
number of crimes in July in comparison with the same month 
for the past two years. Police data reported a 44% drop on the 
overall crime rate for July 2016, a month after President 
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Rodrigo Duterte seated as the country’s president. The report 
is notably significant as data suggests a drastic drop compared 
to records from the last two years. Our evaluation refers to the 
direct influence of the reduced prevalence of illegal drugs on 
the streets, because of the strengthened anti-illegal drug 
initiative. In sum, these scenarios prompted the researcher to 
forecast crimes committed in Northern Mindanao. 
Furthermore, it will test the accuracy and reliability of the 
model in forecasting crimes. 
 
2. METHOD 
 
This paper utilized time-series analysis, such that variations 
of past behavior was estimated to provide a prediction of 
future behavior. Moreover, this approach denotes 
understanding of series of time-ordered observations as is 
essential in creating forecast based preceding events and their 
patterns [13][14]. This research employed the ARIMA model 
in order to forecast the crime rate of Northern Mindanao. 
 
The autoregressive moving average (ARMA) model was first 
described by Whittle [15], describing it using statistical 
inference and both Laurent series and Fourier analysis. 
However, ARMA gained attention when Box and Jenkins [9] 
provided a comprehensive discussion of its assumptions and 
applications. Accordingly, ARMA is particularly useful for 
polynomials in the lower order, i.e. the third-degree 
polynomials or lower, and is iterative in the estimation and 
selection procedure of time-series analysis. The notation of 
ARMA(p,q) is expanded as: 

 
 
 

(1) 
 
 

ARMA is useful in understanding time-series data, denoted as 
Xt, and to understand the information of the series essential in 
forecast estimation [16]. The ARMA model is denoted with 
boy p, which represents the autoregressive terms (AR) of the 
series, and q, which denotes the moving average (MA) terms 
of the series. Estimation of either AR or MA in time-series 
analysis could become a problem due to possible inaccuracy of 
the forecasts, given that a high-order analysis could provide 
an accurate explanation of the complexity of the data and the 
representation of the correct parameters in them. To address 
this concern, ARMA models are applicable as they estimate 
both analyses at the same time. 
 
Box and Jenkins [17] established methods in creating ARMA 
models which influences time-series analysis as well as 
forecasting. Box, Jenkins and MacGregor [18] endorsed the 
application of both autocorrelation (ACF) and partial 
autocorrelation function (PACF) into the sample data since 

these are key instruments in determining the direction of 
ARMA model. Within classification phase, the conversion of 
data is required to construct the time series stationary [19]. 
 
Stationarityis considered as an important phase in building 
ARMA models and the resulting forecasting procedure 
thereafter. In addition, a stationary time-series is 
characterized having to exhibit certain statistical properties, 
such as having both stable mean and autocorrelation structure 
[20]. While heteroscedasticity and sequence both exist in the 
experimental time series, power transformation and 
differentiation are employed to remove the pattern and render 
the variance stable before an ARMA model can be used 
[21].Finally, when the white noise error term has an equal 
variance and when the series’ ARMA (p, q)model’s order is 
established, the assumption of constant variance will be 
removed and presence of autoregressive conditional 
heteroscedasticity (ARCH) effect could now be estimated 
[22].  
 
3.  RESULTS 
 
The study was conducted to forecast the crime rates in 
Northern Mindanao. The ARMA model was applied and 
intended to pattern the crime rates series. Further, the adapted 
Box-Jenkins method was employed to ascertain the most 
appropriate ARMA model. Patterns in the crimes rates were 
shown in figure 1. We can observe an erratic pattern of crime 
rates from 2009 to 2013. A decrease in crime rates from 2009 
to 2012 and increase in crime rates in 2013. Furthermore, we 
can observe that the data is not stationary. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Trend of crime rates in Northern Mindanao 
 

The crime rates are plotted using both autocorrelation (ACF) 
and partial autocorrelation function (PACF), both of which 
can distinguish the property of time series [18]. Figure 2 
shows the ACF and PACF plots of crime rates in Mindanao 
are shown in Figure 2. A visual inspection of the series can 
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preliminarily confirm its stationarity as characterized by a 
correlogram that decays rapidly. However, visual checking of 
the correlograms alone does not suffice to conclusively 
confirm its stationarity [23]; in such case, we utilized 
Augmented Dickey Fuller (ADF) test to check the 
time-series’ property. 
 
Shown in table 1 is the test for stationarity of the crime rates 
in Northern Mindanao. Using ADF test, the time-series data 
of the crime rates was found to be non-stationary (p=0.6469). 
With this, we subjected the data to first-level differencing. 
The core principle of differentiation is to smoothen or 
stabilize the time-series data [24]. After differencing, an ADF 
test confirmed that the data is stationary; hence, the d of the 
series is at order 1. 

Table 1: Augmented Dickey-Fuller (ADF) test of stationarity of 
crime rates in Northern Mindanao 

Degree of the series t-statistics Probability 
At level -1.248446 0.6469 
First difference -9.30891 0.000* 

 
 
Running the correlograms of the first differencing of the 
crime rates is performed to give an idea of number of lags that 
will fitted in the ARMA model. With regards to the 
autocorrelation and partial correlation of the correlogram, the 
decay was observed on lag 2. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Autocorrelation and partial autocorrelation functions of 
crime rates in Northern Mindanao at level 

 
 

Moreover, shown in table 2 is the ARMA model to represent 
the represent the crime rates in Northern Mindanao. In the 
tables on ARMA model identification, both Akaike (AIC) and 
Schwarz Information Criterion (SIC) for every model was 
presented on the second and third columns. Based on the 
table, the desired model appears to have the highest 
coefficient of determination or the R2, with the least 
non-significant parameter estimates and non-significant Q12 
statistic. In contrast, desired model reduces AIC and SIC 
values. Further, if the p-value correlated inQ12 is superior 
than 10% significance level, the hypothesis indicated on the 
first twelve (12) autocorrelations were not significantly 
different from zero would be “accepted” and hence, implicitly 
“accepting” that the model is accurate [12] [18]. 
 
 

Table 2: Different ARMA estimations to represent the crimes in 
Northern Mindanao 

Model AIC SIC Not Sig R2 
AR1 7.56 7.63 B1 0.00 
AR2 7.534 7.609 B1, B2 0.04 
AR3 7.18 7.26 B1, B2, B3 0.003 
ARMA(1,1) 7.59 7.7 B1, e1 0.00 
ARMA(2,1) 7.68 7.62 B1, B2, e1 0.04 
ARMA(1,2) 7.62 7.56 B1, B2 0.07 
ARMA(2,2) 7.37 7.3 none 0.30 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3: Autocorrelation and partial autocorrelation functions of 
crime rates in Northern Mindanao after first difference 
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Shown in table 3 is the ARIMA (2,1,2) model to forecast the 
crimes rate in Northern Mindanao. The results shows that the 
crime rates can be predicted in the model 
 

Yt= 0.495859 + -0.04041Yt-1 – 0.746630t-2             (1) 

+ 0.077274e-1 + 0.967364e-2 

 
Table 3: ARIMA(2,1,2) model to forecast the crimes in Northern 

Mindanao  
Variable Coefficient S.E. t-statistic Prob. 

Intercept 0.495859 
1.51141

8 
0.32807

5 0.7443 

AR(1) -0.04041 
0.08700

5 -0.46449 0.6444 

AR(2) -0.74663 
0.07823

1 -9.54386 0.0000 

MA(1) 0.077274 
0.05312

6 
1.45454

2 0.1524 

MA(2) 0.967364 
0.02925

7 
33.0639

9 0.0000 
 

F-statistic 0.033462 Prob. F(1,51) 
0.855

6 

Obs*R2 0.034751 Prob. χ2(1) 
0.852

1 
 
Finally, a test to determine volatility of the series revealed that 
both F test and χ2 test did not yield significant results; thus, 
the model has no ARCH or GARCH effect. 
 

4. CONCLUSION 
The study was conducted to forecast the crime rates in 
Northern Mindanao. The ARMA model was used to model 
the crime rates series, as well as the adaptation of Box-Jenkins 
method was employed to further ascertain the most 
appropriate ARMA model. The ADF revealed that the data is 
stationary at first differencing. We can observe an erratic 
pattern of the crime rates from 2009 to 2013. A decrease in 
crime rates from 2009 to 2012 and increase in crime rates in 
2013. The data is not stationary and necessary tests to 
stabilize the series were done before proceeding to the 
forecasting estimation procedure. Finally, the best model 
derived is the ARIMA (2,1,2) model to forecast the crimes 
rate in Northern Mindanao. Crime rates in this region, 
however, do not exhibit volatility.   
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