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 
ABSTRACT 
 
In recent years, steganography techniques are rapidly 
developing. In addition to the outstanding advantages of the 
ability to hide and transmit secret information, it has a huge 
disadvantage that is being easily exploited by hackers. This 
poses increasing and serious threats and challenges to cyber 
security. Audio steganography is one of the most difficult 
techniques to detect today. Traditional methods of detecting 
steganography can only detect individual audio 
steganography techniques. In this paper, we propose a method 
to detect many audio steganography techniques using 
machine learning. 
 
Key words: Audio steganography, machine learning, audio 
steganography detection, abnormal behavior, Random Forest, 
SVM, Feature selection. 
 
1. INTRODUCTION 
 
STEGANOGRAPHY is a technique of hiding important 
information into digital data without compromising the 
intuition and the original quality of digital data. Audio 
steganography is a technique of hiding or embedding 
information in a contain environment which are audio files. In 
particular, the audio that doesn't contain hidden information is 
called the original audio or cover audio, and the audio that 
contains hidden information is called stego-audio. This 
technique hides information into the gaps of audio such as 
frequency, wavelength, cycle and amplitude, propagation 
speed, etc. Audio steganography includes the main 
techniques: LSB, spread spectrum, phase, echo, steghide. In 
addition to the outstanding advantages of the ability to hide 
and transmit secret information, it has a huge disadvantage 
that is being easily exploited by hackers. Therefore, the 
detection of audio steganography is very necessary. 
Detecting audio steganography is a technique to detect the 
existence of hidden information in audio. The purpose is to 
detect a medium that carries information, try to retrieve that 
confidential information, or lost its integrity. If its embedding 
method and statistical models are known, the optimum  
 

 

 
detector can be built. However, this information is not often 
available. Therefore, the steganography detection system is 
usually built based on machine learning techniques. Due to 
the flow nature, popularity, and widespread use of audio 
signals, they become good targets for steganography. Like the 
cryptographic technique, if steganography in multimedia in 
general, in digital audio, in particular, is a complicated issue, 
the detection of audio steganography is more difficult and 
complicated. However, no matter how sophisticated the 
steganography algorithm is, it still reveals weaknesses. Those 
weaknesses are the basis for building detection algorithms. 
When a certain amount of information is hidden in the audio, 
they all leave certain traces and changes. These traces may not 
be perceived by the human ear but they can be detected by 
modern mathematical techniques. Based on these traces, we 
can conclude whether the audio contains hidden data or not. 
The detection is facilitated by the conventional statistical 
hypothesis testing method if given a pair of original audio 
files (cover files) and audio files containing corresponding 
hidden information (stego files). In another special case, if 
given arbitrary audio and steganography algorithm, determine 
whether the audio contains hidden information or not. With 
this case, the available detection algorithm is relatively 
effective (with an accuracy of over 85%).  
In fact, we often encounter the following problem: Given an 
audio file, determine whether the audio file contains hidden 
information or not. By extension, given N arbitrary audio 
files, determine how many audio files contain hidden 
information. Thus, the problem is to build an algorithm to 
classify N audio files into two classes: one class contains 
audio files containing hidden information (stego files), the 
other class contains the original audio files (cover files). To 
solve the above problem, in this paper, we will select and 
extract the features of audio files in different domains 
including frequency domain, time domain, and perceptual 
domain. Then, we will use the appropriate machine learning 
algorithm to classify it, thus detecting the stego files. 
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2. RELATED WORKS 
 
In the document [1], X.-M. Ru et al. proposed using linear 
prediction code (LPC) and SVM to detect the Steghide 
steganography technique. LPC is used to extract the 
correlation between neighbor samples. S. Rekik et al. [2] used 
the autoregressive time-delay neural network (AR-TDNN) to 
detect audio steganography for both LSB and DWT 
algorithms. The articles [3], [4] proposed using 
Mel-frequency cepstrum coefficients (MFCC) as features, 
namely ordinary MFCC, wavelet-based MFC Cs, and 
derivative-based MFCC. Document [5] combines MFCCs, 
different moments of spectral, audio quality metrics, LPC 
residue and SVM algorithms. Ozer et al. [6] used 
wavelet-thresholding to reduce noise and estimate the cover, 
then used the AQM metrics to evaluate. Finally, those AQM 
metrics will be used as features to put into machine learning 
models to detect audio steganography. S. Geetha et al. [7] 
proposed combining the Hausdorff distance and Decision 
Tree algorithm. Z. Kexin et al. [8] used the Gaussian Mixture 
Model and the Generalized Gaussian Distribution to directly 
compare the wavelet coefficients distribution of cover files 

and stego files. To detect Phase and Echo steganography 
techniques, a common method is combining the SVM 
algorithm with the analysis of the information of frequency 
domain [9], [10]. 

In summary, most of the previous studies proposed combining 
the SVM algorithm with the feature group of each individual 
domain to detect audio steganography. In this paper, we 
propose using the Random Forest algorithm and features of all 
3 domains: frequency domain, time domain, and perceptual 
domain. Accordingly, the list of abnormal features in the 
audio file structure in 3 domains is described in section 3.2 of 
the paper. The Random Forest algorithm for classifying cover 
and stego files is presented in section 3.3. The experiment 
section evaluates the effectiveness of each classification 
method described in section 4 of the paper 
 
3. A method of detecting audio steganography using 
machine learning 

3.1 Proposed Model 

 

 
Figure 1: Model of detecting audio steganography using machine learning 

Figure 1 presents the proposed audio steganography detection 
system using machine learning. The model consists of the 
following components: 

1. Audio files: includes cover audio files and stego audio 
files. 

2. Preprocessing: including Noise Reduction and 
Distortion Measure. Noise Reduction restores the 
characteristics of the original audio file and removes 
as much noise as possible. In this paper, the wavelet 
transform is used to reduce noise. With Distortion 
Measure, Hausdorff distance measurement will be 
applied to measure the distortion or reduction of the 
original audio signal. 

3. Extract Features:  

4. The features are extracted from each audio file. Details 
of these features will be presented in the next section 
of this paper. 

5. Training: Random Forest algorithm will be used to 
classify from those features 

3.2. Feature selection 
Each audio file is extracted to 23 features, with the cover 
signal ( ), 1,...x i i N and the stego signal ( ), 1,...y i i N . 
In this section, features are listed by 3 groups consisting (in 
table 1) of feature group on the time domain, frequency 
domain, and perceptual domain. 
 

 
Table 1: List of features 

Feature 

Group 

No. Feature 

Name 

Description 

Feature 

group on 

1 LLR Log-Likelihood Ratio:ܴܮܮ = ݃݋݈ ௔ೣ		೅ ோೣ௔ೣ
௔೤೅ோ೤௔೤

. Where: ܽ௫  is LPC coefficient 

vector for the cover signal ݔ[݊] , ܽ௬ is corresponding vector for stego 
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files 
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Extract 
Features 
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frequency 

domain 

signalݕ[݊] with the corresponding variance matrix, ܴ௫ and ܴ௬. 

2 LAR Log Area Ratio: is another LPC-based technique, using PartialCorrelation 

(PARCOR) coefficients. PARCOR coefficients constitute a set of parameters 

derived from the short-term LPC representation of the tested speech signal. 

3 ISD Itakura-Saito distance: is the difference between the power spectrum of the 

stego signal Y and the cover signalX:ܵܫ = ∫ ቀ݈݃݋ ௒(௪)
௑(௪)

+ ௑(௪)
௒(௪)

− 1	ቁగ
ିగ

ௗ௪
ଶగ

. 

4 ID ItakuraDistance: is a variation of ISD. 

5 COSH COSH Distance: is a symmetric measurement of the Itakura-Saito distance. 

Here, the overall measurement is calculated by averaging COSH values 

across segments: 

ܪܱܵܥ		 = න ൤
1
2
൬
(ݓ)ܻ
(ݓ)ܺ +

(ݓ)ܺ
(ݓ)ܻ

൰ − 1൨
గ

ିగ

ݓ݀
ߨ2  

6 CD Ceptral Distance: is a distance, defined by the cepstral coefficients of the 

cover signal X and stego signal Y: 

ܦܥ =
∑ ௫ܿ)݀(݉)ݓ , ܿ௬ ,݉)ெ
௠ୀଵ

∑ ெ(݉)ݓ
௠ୀଵ

 

Where: ܯ is the total number of frames and ݓ(݉) is the weight relative to 

the m-th frame. Weight is the power in the reference frame. 

7 CDM Cepstral Distance Measure coefficients can be calculated using the LPC 

parameters. A measure of audio quality based on cepstralcoefficientsܿ௫(݇) 

và ܿ௬(݇) of the cover andstego signals, can be calculated: 

݀൫ܿ௫ , ܿ௬ ,݉൯ = ൥ൣܿ௫(0)− ܿ௬(0)൧
ଶ

+ 2෍ൣܿ௫(݇) − ܿ௬(݇)൧
ଶ

௅

௞ୀଵ

൩

ଶ

 

8 STFT Short-Time Fourier-Radon Transform Measure: determines the mean-square 

distance of Radon transforms of the STFT of two signals. 

9 SP Spectral Phase Distortions: The phase deviation and the spectral level were 

observed: 

		ܵܲ =
1
ܰ
෍หߠ௫(ݓ)− ห(ݓ)௬ߠ

ଶ
ே

௪ୀଵ

 

Where: ߠ௫(ݓ) is the phase spectrum of the cover signal X, ߠ௬(ݓ)	is the 

phase of the stego signal Y. 

10 SPM Spectral Phase-Magnitude Distortionswith λis the option to attach 

corresponding weights to the phase and magnitude terms: 

ܯܲܵ =
1
ܰ
൭ߣ ∗ ෍หߠ௫(ݓ)− หଶ(ݓ)௬ߠ

ே

௪ୀଵ

+ (1 − (ߣ ∗ ෍ห|ܺ(ݓ)|− หଶ|(ݓ)ܻ|
ே

௪ୀଵ

൱ 

Where: ߠ௫(ݓ) is the phase spectrum of the cover signal X, ߠ௬(ݓ)	is the 

phase of the stego signal Y, ܺ(ݓ)	is the magnitude spectrum of the cover 

signal, and ܻ(ݓ)	 is the magnitude spectrum of the stego signal.  
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Feature 

group on 

time 

domain 

11 SNR Signal-to-Noise Ratio:ܴܵܰ = 10 logଵ଴
∑ ௫మ(௜)ಿ
೔సభ

∑ (௫(௜)ି௬(௜))మಿ
೔సభ

 

Where:ݔ(݅)is the cover audio signal, ݕ(݅) is the stegoaudio signal. 

12 SNRseg Segmental Signal-to-Noise Ratio: is defined as the average of SNR values 

over short segments: 

݃݁ݏܴܰܵ =
10
ܯ

෍ logଵ଴ ෍ ቆ
(݅)ଶݔ

(݅)ݔ) − ଶ((݅)ݕ
ቇ

ே௠ାேିଵ

௜ୀே௠

ெିଵ

௠ୀ଴

 

13 CZD Czenakowski Distance: directly compare the sample vectors in the time 

domain.ܥ = ଵ
ே
∑ 1− ቀଶ∗୫୧୬ (௫(௜),௬(௜))

௫(௜)ା௬(௜)
ቁே

௜ୀଵ  

Feature 

group on 

perceptua

l domain  

14 BSD Bark Spectral Distortion:ܦܵܤ = 	∑ ൣܵ௫(i)− ܵ௬(i)൧
ଶ௄

௜ୀଵ  

Where: K is the number of critical bands, and ܵ௫(i)  and ܵ௬(i) are the Bark 

spectrum in the critical bandi. 

15 MBD Modified Bark Spectral Distortion is a modified version of BSD, 

incorporating noise maskingthreshold to distinguish between audio 

distortions: 

ܦܵܤܯ = ෍ܦ(݅)ܯ௫௬(݅)
௄

௜ୀଵ

 

Where:ܯ(݅) and ܦ௫௬(݅) represent the indicator of perceptible distortionand 

the volume difference in the i-th critical band, K is the number of critical 

bands. 

16 SPD Spectral PhaseDistortion feature will receive phase noise due to embedding 

information 

17 EMD Enhanced Modified Bark Spectral Distortion: is a variation of MBSD 

spectrum, used to calculate the volume difference. 

ܦܵܤܯ = ෍ܦ(݅)ܯ௫௬(݅)
ଵହ

௜ୀଵ

 

18 PAM Perceptual Audio Quality Measure: Optimized for the auditory system of 

humans. 

19 PSM Perceptual Speech Quality Measure: is a version of PAQM. Optimized for 

the human auditory system for speech. 

20 MN1 Measuring Normalizing Blocks1: Based on the perceptual module to 

estimate speech error (calculated through different time-frequency 

structures). 

21 MN2 Measuring Normalizing Blocks2 
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22 WSD Weighted Slope Spectral Distance Measure: with {ܺ(݇),ܻ(݇)}   are the 

spectra in decibels: 

ܦܹܵܵ = ෍ݓ(݇){[ܺ(݇ + 1) −ܺ(݇)] − [ܻ(݇ + 1) − ܻ(݇)]}ଶ
ଷ଺

௞ୀଵ

 

23 MNB MNB describes the important role of cognitive modules to estimate speech 

quality. 

 
3.3. Algorithm selection 
In the field of detection of malicious applications on android 
can use machine learning algorithms such as [11]: Decision 
trees, Naive Bayes, Support Vector Machine (SVM)... To 
detect audio steganography, in this paper, we use two Random 
Forest and SVM algorithms. Random Forest is an ensemble 
classification method [12]. This algorithm is the result of the 
ensemble of classifiers, which normally are Decision Trees to 
make the final prediction. The theoretical foundation of this 
algorithm is based on Jensen's inequality [13]. Accordingly, in 
the classification problems, the combination of many models 
may produce less error rate than that of each individual model. 
The studies [14], have proven the Random Forest algorithm 
has many advantages than other machine learning algorithms. 
In this paper, we use the Random Forest algorithm with the 
number of decision trees of 10 in order to classify. SVM is the 
supervised learning algorithm used for data classification 
[15]. SVM algorithm constructs a hyperplane or a set of 
hyperplanes in a multi-dimensional or infinite-dimensional 
space, which can be used for classification, regression, or 
other tasks. Intuitively, for the best classification, the 
hyperplane is as far away from the data points of all classes 
(called the margin function), because the larger the margin the 
lower the generalization error of the classification algorithm 
[15].The SVM method requires data to be expressed as 
vectors of real numbers. Thus, if the input is not a number, it is 
necessary to find a way to convert them into the numeric 
format of SVM. 
 
4. EXPERIMENTS AND EVALUATION 
 
4.1 The experimental dataset and scenarios 
The experimental dataset includes 7000 audio files, including 
2000 cover files and 5000 stego files.  In particular, stego files 
consisting of 1000 stego files using Echo technique; 1000 
stego files using LSB technique; 1000 stego files using Phase 
technique; 1000 stego files using Spread Spectrum technique; 
1000 stego files using Steghide technique. 
All audio files are extracted 24 features which describe in 
table 1. The cover audio files are labeled ‘0’ and the stego 
audio files are labeled ‘1’.  
The above dataset is divided into 5 datasets by combining the 
cover files with each type of stego file. Specifically, the 

experimental scenario is as follows: 
1. Dataset A: consists of 1000 cover audio files and 1000 

stego files using LSB technique. 
2. Dataset B: consists of 1000 cover audio files and 1000 

stego files using Echo technique. 
3. Dataset C: consists of 1000 cover audio files and 1000 

stego files using Phase technique. 
4. Dataset D: consists of 1000 cover audio files and 1000 

stego files using Spread Spectrum technique. 
5. Dataset E: consists of 1000 cover audio files and 1000 

stego files using Steghide technique. 
 
4.2 Evaluation criteria   
The accuracy of a classification model (ACC) is calculated by 
the following formula: 
Accuracy: the percentage of correct decisions among all 
testing samples 

%100





FNFPTNTP
TNTPacc  

Where: TP (True positive) is the number of stego files that are 
correctly classified; FN (False negative) is the number of 
stego files that are incorrectly classified; TN (True negative) 
is the number of cover files that are correctly classified; FP 
(False positive) is the number of cover files that are 
incorrectly classified. 
 
5.3 Experimental Results  

 
Table 2 below describes the results of audio steganography 
detection using the SVM and Random Forest algorithms. 
Through experimental results, the Random Forest algorithm 
gives higher accuracy than the SVM algorithm. With the 
Random Forest algorithm, the highest accuracy is 94% with 
dataset A. Meanwhile, the lowest accuracy is 86.4% when 
using the SVM algorithm.  
From those experimental results, can see that the 
steganography method using the LSB technique often changes 
some structure and information distribution ratio of images, 
making them easier to detect. In addition, the steganography 
method using the Spread Spectrum technique gives the lowest 
results. This demonstrates that the method of detecting audio 
steganography is very difficult to analyze stego audio files 
that use the Spread Spectrum method. 
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Table 2:.Experimental results of audio steganography 
detection 

Algorithm 

Accuracy (%) 

Dataset 

A 

Dataset 

B 

Dataset 

C 

Dataset 

D 

Dataset 

E 

SVM 

algorithm 

0.8640 0.8687 0.8660 0.8693 0.8767 

Random 

Forest 

algorithm 

0.9400 0.9380 0.9193 0.8993 0.9347 

5. CONCLUSION AND FUTURE DIRECTION 
Detecting audio steganography quite difficult and complex. In 
this paper, based on a combination of features from different 
domains and the Random Forest machine learning algorithm, 
we have successfully built a model for detecting audio 
steganography with high accuracy. In the future, we will 
improve the feature to detect stego audio files even when 
these files are compressed data. We will also perform 
clustering by audio content before analysis to be more 
effective. 
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