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ABSTRACT 
 
Speech Emotion recognition is an important yet difficult 
task for Human and Computer Interaction . The survey of 
speech emotion recognition (SER) includes various 
approaches that were used to extract and recognize 
emotions from the raw speech signals. This survey 
contains various techniques that have been proposed to 
recognize the emotion. This paper outlines Classifiers and 
Deep Learning techniques and some recent literature 
where these techniques are utilized for emotion recognition 
from speech. The review also includes databases used, 
features extracted, emotions recognized and the 
performances of the SER systems. Deep learning 
techniques comparatively perform better than the 
classifiers. The model Recurrent Neural Network- Long-
Short Term Memory (RNN-LSTM) has obtained an 
accuracy of 92.56% for 5 emotions and 73.79% for 8 
emotions [56] and the K-Nearest Neighbor(KNN),Linear 
Discriminant Analysis(LDA), and Support vector 
machine(SVM)[7]  given an accuracy of  93.5% with 
IITKGP SEHSC database for 4 emotions, these algorithms 
which are performing better than most of the classifiers. 
 
Key Words: Classifiers, Neural Network Models, Speech 
features, Speech Emotion Recognition, Wavelet Packet 
Model. 
 
1. INTRODUCTION 
 
In this evolving technology, Recognising emotion 
automatically plays a crucial role in Human-Computer 
interaction. The biggest hurdle in such a system is 
providing accurate solutions that are not only dependent on 
user commands but also include the emotion information 
behind those speech commands. Including emotion 
information to voice commands can greatly optimize 
solutions provided by such systems. Therefore, accurate 
emotion recognition from such commands become vitals in 
applications of Mental Health Counselling, Robotics 
Engineering, Call Centre application etc. Therefore, to 
develop such systems, this survey paper highlights the use 
of Machine Learning algorithms using various models on 
varying speech corpora discussed in Table 1 using varying 
feature vectors according to the need of the system. 
Various combinations of models are also explored in later 
sections which includes classifier based emotion 
recognition models, neural network models etc. 
 

Table 1: List of datasets 
Dataset Types of 

Emotions 
No. of 
Samples 

Langua
ge 

Speaker 
Details 

Interactive 
Emotional 
Dyadic 
Motion 
Capture 
(IEMOCAP
) [40] 

neutral, 
happiness, 
sadness and 
angry  

5531 (1636 
happiness, 
1084 sadness, 
1708 neutral, 
1103 angry)  

English 5 male, 5 
female, two 
occurrences 
each 

MSP-
IMPROV 
[41] 

sadness, 
happiness, 
anger and 
neutrality 

7818 files English 12 students 
who can speak 
in English (6 
males and 6 
females) 

Chinese 
Emotional 
Speech 
Corpus 
(CASIA) 
[42] 

Angry, 
Happy, Fear, 
Neutral, 
Surprise, 
and Sad 

12,000sentenc
es, 300 
parallel texts, 
200 non-
parallel texts 

Chinese 
, 
English 

500 sentences 
are uttered by 
4 professional 
speakers out 
of which 300 
are parallel 
texts and 200 
are non-
parallel texts 
in six 
emotions 

Arabic 
Emirati-
accented 
corpus(ESD
) [6] 

angry, 
happiness, 
fearful,  
neutral, 
disgust and 
sadness 

 Arabic 50  native 
Emirati 
speakers 
gender 
balanced with 
age between 
14 and 55 
years 

Berlin 
Database 
(EMO-DB) 
[43] 

happiness, 
anxious, 
fearful,  
angry,  
disgusted, 
neutral and 
bored 

535 German 5 males, 5 
females 
between 21-35 
years of age 

Indian 
Institute of 
Technology 
Kharagpur 
Simulated 
Emotion 
Hindi 
Speech 
Corpus 
(IITKGP-
SEHSC) 

Angry, 
happiness, 
fear, neutral, 
surprise, 
sadness, 
disgust and 
sarcastic  

12000 
utterances in 
the database 

Hindi With each 
emotion 5 
sentences in 
total 40 
sentences  
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[44] 
Indian 
Institute of 
Technology 
Kharagpur 
Simulated 
Emotion 
Speech 
Corpus 
(IITKGP 
SESC) [44] 

Angry, 
Sarcastic,Di
sgust,  
Compassion,  
Fear, 
Happiness,  
Surprise and 
neutral 

12000 
utterances in 
the database 

Telugu 5 male, 5 
female 
professional 
artists between 
age 25 and 40 
years 

FAU Aibo 
Emotion 
Corpus 
(AEC) [45] 

anger, 
neutral, 
positive, rest 
and 
emphatic 

 German From 2 
different 
schools, 51 
students and 
an intelligent 
robot named 
Aibo from 
Japanese 

Ryerson 
Audio-
Visual 
Database of 
emotional 
Speech and 
Song(RAV
DESS) [46] 

Happiness, 
calm,, angry, 
surprise, 
fearful, 
sadness and 
disgust 

1440 files English 24 
professional 
actors gender 
balanced 

Speech 
Under 
Simulated 
and Actual 
Stress 
(SUSAS) 
[47] 

 Angry, 
slow, soft, 
neutral,  
loud and fast 

16,000 words English 32 
speakers(19 
male, 13 
female) 
between age 
22 and 76 
years 

eNTERFAC
E [48] 

Angry, 
happiness,fe
ar, sadness, 
surprise and 
disgust 

1170 English 42 speakers  
from fourteen 
different 
nationalities 
are asked to 
act these 
emotions 

BAUM−1s 

[49] 
Anger, 
happiness, 
boredom, , 
disgust, sad, 
contempt,fea
r and 
surprise 

1222 Turkish 31 Turkish 
speakers 
including 17 
female, 14 
male 

Toronto 
emotional 
speech set 
(TESS) [50] 

anger, 
happy, 
disgust, fear, 
sad, neutral 
and pleasant 
surprise 

2800 audio 
files 

English The 2 
actresses 
between age 
26 and 64 
years spoke 
200 target 
words in the 
carrier phrase 
“Say the word 
____” 

RECOLA 
[51] 

Happy, sad, 
surprise, 
neutral and 
fear 

Total 12 
modules in the 
data repository, 
split over 5 
main folders 

French 23 participants 

Surrey 
Audio-
Visual 
Expressed 

Happy, 
angry, 
disgust, sad, 
fear and 

480 utterances 
in British 
English  

English Four male 
actors in seven 
emotions 

Emotion 
(SAVEE) 
[52] 

surprise 

CREMA-D 
[53] 

Happy, 
anger, 
disgust, 
fearful, 
sadness and 
neutral 

7442 clips  165 minutes of 
audio data 
from 91 actors 

EMOVO 
[54] 

Angry, joy, 
fear, disgust, 
neutral, sad 
and surprise  

588 Italian 6 actors 

 MASC 
[55] 

Anger, 
Sadness, 
Panic, 
Neutral, 
Elation 

25636  Chinese 68 speakers 
(23 females, 
45 males) 

 
 
2. LITERATURE SURVEY: 
 
In this survey various combinations of models are used to 
design the SER system. The models are classified using 
various Machine Learning Classifiers, Wavelet Packet 
transform and Neural Network models and their 
performances are discussed below. Out of all the models 
considered below, only a few algorithms shown in Table 2 
are giving an accuracy above 80%. 
 
2.1 Models using Classifiers: 
Hao Hu et.al[1] proposed Gaussian Mixture Model(GMM) 
Supervector Based Support Vector Machine(SVM), Mel 
Frequency Cepstral Coefficients(MFCC) and Linear 
prediction cepstral coefficients(LPCC) features are 
extracted and the classifier used for emotion recognition is 
GMM. Emotions recognised are happy, anger and fearful. 
The dataset used for evaluating the performance is Chinese 
Emotional Database. The accuracy obtained for GMM KL 
is 82.5%, Linear is 75.8%, Polynomial is 76.3% and RBF 
is 75.7%, respectively. 
J.Umamaheswari et. al[2] proposed SER Using Hybrid of 
Pattern Recognition Neural Network(PRNN) and K-
Nearest Neighbour(KNN), MFCC, Gray Level Co-
Occurrence Matric (GLCM) features are extracted. The 
classifiers used are PRNN and KNN. Emotions recognised 
are Angry, happy, sad, neutral, surprise, fear. Emotional 
Prosody Speech as well as Transcripts were established by 
the Linguistic Data Consortium as a dataset for evaluating 
the performance of the SER system. The accuracy obtained 
for angry is 95%, happy is 93%, sad is 91%, neutral is 
85%, surprise is 45%, fear is 75%, respectively. 
Haiqing Zheng et.al[4] proposed An Improved SER based 
on Deep Belief Network, Speed of speech, short-term 
energy, short-time zero-crossing rate(ZCR), the pitch, first 
format, MFCC features are extracted. The classifier Deep 
Belief Network Model Based on Relu Function(RDBN) is 
used and compared with Deep Belief Network(DBN). 
Emotions recognised are happiness, anger, fearful, neutral, 
sadness and surprise. The performance of the system is 
evaluated using CASIA  Chinese speech emotion data set. 
The accuracy obtained for DBN is 84.58% RDBN is  
84.94%. 
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Zhiyan Han et.al[5] proposed SER based on Gaussian 
Kernel nonlinear Proximal SVM, quality features, and 
emotional prosody features are extracted. The classifier 
used is Proximal Support Vector Machine(PSVM). 
Emotions recognised using these classifiers are joy, anger, 
surprise and sadness. Emotion speech databases recorded 
in Chinese language are the dataset used for evaluation. 
Accuracy obtained for the SVM method is 80.75% and the 
PSVM method is 86.75%. 
Ismail Shahin et.al[6]  proposed Emotion Recognition 
Using Speaker Cues, MFCC features are extracted. The 
classifier used for emotion recognition is a 6 state HMM 
model with a continuous mixture observation density. 
Emotions recognised using this classifier are happiness, 
neutral, sadness, disgust, angry, and fear. The database 
used in this paper is Arabic Emirati-accented corpus. For 
the two-stage architecture, the accuracy obtained is 67.5% 
but for one-stage classifiers like  GMM is 63.3%, SVM is 
64.5%, and VQ is 61.5%. 
Divya Lingampeta et.al[7] proposed SER using Acoustic 
Features, spectral, prosody,excitation source, qualitative 
features are extracted. The classifiers used are KNN,Linear 
Discriminant Analysis(LDA), and SVM. Emotions 
recognised are anger, happy, fear, neutral. The datasets 
used for evaluating the performance EMO-DB, 
IEMOCAP, SES, IITKGP-SEHSC and IITKGP-SESC. 
The highest accuracy with feature selection obtained for 4 
emotions using SVM with IITKGP SEHSC is 93.5%. 
Yufeng Xiao et.al[8] proposed Learning Class-Aligned and 
Generalized Domain-Invariant Representations for SER, 
16 low-level descriptions (LLDs) are extracted from 
speech signals with the zero-crossing rate (ZCR), root 
mean square (RMS), pitch frequency, harmonics-to-noise 
ratio (HNR), and MFCC are extracted. The classifiers used 
in this paper are Generalized Domain Adversarial Neural 
Network(GDANN), Class-Aligned Generalized Domain 
Adversarial Neural Network(CGDANN). Anger, sadness, 
neutral and happiness are the emotions recognised using 
this model. IEMOCAP and MSP-IMPROV are the datasets 
used for evaluating the performance of the SER system. 
Using IEMOCAP as a source and MSP-IMPROV as a 
target, the accuracy obtained for GDANN and CGDANN 
is 43.66% and 44.1%, respectively. Using MSP-IMPROV 
as source and IEMOCAP as a target, the accuracy obtained 
for GDANN and CGDANN is 55.6% and 56.2%, 
respectively. 
Huan zhao et.al[9] proposed Robust Semi-Supervised 
Generative Adversarial Networks for SER via Distribution 
Smoothness, 16 LLDs are extracted from the raw signals, 
including ZCR, RMS, pitch frequency, HNR and MFCC 
features are extracted. Smoothed Semi-Supervised 
Generative Adversarial Network(SSSGAN), Virtual 
Smoothed Semi-Supervised Generative Adversarial 
Network(VSSSGAN) are the classifiers used in this paper. 
Angry,happiness, neutral and sadness are the emotions 
recognised and the databases used for evaluation are 
IEMOCAP dataset, MSP-IMPROV,EMO-DB and FAU 
Aibo Emotion Corpus (AEC). The highest accuracy 
obtained for 300 labeled data is 52.3% using VSSSGAN, 
for 600 is 55.4% using VSSSGAN, for 1200 is 57.8% 
using SSSGAN, and 2400 is 59.3% using SSSGAN. 
Surekha Reddy Bandela et.al[16] proposed SER Using 
Unsupervised Feature Selection Algorithms,MFCC, PCM 
Loudness, Log Mel Frequency Band, LSP Frequency are 

the features extracted. The classifiers used are SVM, 
Linear and RBF kernels. Emotions recognised are UFSOL 
and FSASL. The datasets used for evaluating the 
performance of the model are EMO-DB, IEMOCAP. The 
accuracy obtained for EMO-DB is 86%(FSASL),  85% 
(UFSOL),for IEMOCAP is 71.4% (FSASL), 72% 
(UFSOL). 
P. Vasuki & Chandrabose Aravindan[19] proposed 
Hierarchical classifier design for SER, 12 different features 
are extracted which include various MFCC, PLP, energy 
and prosodic features. The classifier used is Culture 
identifier which is built with traditional SVM i.e 
hierarchical approach. Emotions recognised using this 
classifier are angry, fearful, happy and neutral. The 
databases used for evaluating the system are EMO-DB 
,IITKG-SESC, SAVE, Spanish, Woogles. The recognition 
accuracy obtained for the hierarchical approach is 82.01% 
which is increased from traditional approach by 13.38% 
approximately. 
Linhui Sun et.al[22] proposed SER based on DNN-
Decision Tree SVM Model, traditional features like 
prosodic ,sound quality and spectral-based features are 
extracted. The classifier used is DNN-decision tree SVM. 
Emotions recognised are happiness, anger, neutral, fearful, 
sad and surprised. The database used is Chinese emotional 
database from Chinese Academy of Sciences and the 
accuracy obtained is 75.83% which is 6.25% more than 
traditional SVM and 2.91% more than DNN-SVM. 
Ali Meftah et.al[23] proposed Arabic SER Using KNN and 
KSUEmotions Corpus, MFCCs, ZCR, Short - Term 
energy, and delta features are extracted. The classifiers 
used for SER are KNN and SVM. Emotions recognised 
using this model is Neutral, Happiness, Sadness, Surprise, 
and Anger. The dataset used for evaluating the 
performance is KSUEmotions corpus. For SVM the 
accuracy is 68.75% for KNN and 75.49% for KNN. 
Abdul Rehman et.al[32] proposed SER based on PSO-
SVR Using Personality Clusters, acoustic speech features 
with 40ms sliding window are extracted. Classifier used is 
Particle Swarm Optimization (PSO) - Support Vector 
Regression (SVR) and the emotions recognised are 
happiness, calm, neutral, surprise, sadness, fear and 
disgust. The dataset used is RAVDESS and the accuracy 
obtained for SVM Linear Kernel  is  66.3% and SVM 
Quadratic Kernel is  83.7%. 
 
2.2 Model using Wavelet Packet Model 
Shibani hamsa et.al[10] proposed SER using Wavelet 
Packet Transform Cochlear Filter Bank and Random 
Forest Classifier, MFCCs, dominant features are extracted. 
Random Forest Classifier is the classifier used for 
emotions recognition. RAVDESS, SUSAS, and ESD are 
the databases used for evaluating the performance of the 
model. The average recognition rate for RAVDESS is 
86.38%, SUSAS is 88.68% and ESD is 89.45%. 
Peng Song et.al[11] In SER based on Robust 

Discriminative Sparse Regression, using 

filter, embedded and wrapper methods 

features are extracted. The classifier 

used is Robust Discriminative Sparse 

Regression (RDSR). Emotions recognised 
using this model are Happy, angry, fear, 

disgust, sad and  surprise. EMO-DB , 
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eNTERFACE and BAUM−1s are the datasets 

used for performance evaluation. The 
accuracy obtained for EMO-DB is  86.19% , 

for eNTERFACE is  71.28% and for BAUM−1s 

is 43.15%. 
 
2.3 Neural Network Models: 
Michael Neumann et.al[3] proposed Improving SER with 
unsupervised representation learning. The features 
extracted are MFCCs.  The classifier used for emotion 
recognition is the Attentive convolutiona-l neural network 
(ACNN). The emotions recognized in this model are 
angry, happy, sad, and neutral. The datasets used in this 
paper are IEMOCAP and MSP-IMPROV. For IEMOCAP, 
the mean UAR achieved is 59.54% and for MSP-IMPROV 
is 45.76%. 
Mustaqueem et.al[12] proposed Clustering-Based SER 
using Deep BiLSTM, spatial and temporal details from 
speech spectrogram features are extracted. The classifier 
used is sequence selection and extraction via non-linear 
RBFN. The databases used for performance evaluation are 
RAVDESS, Emo-DB, and IEMOCAP. The accuracy 
obtained for IEMOCAP is 72.25%, Emo-DB is 85.57% 
and RAVDESS is 77.02% respectively. 
P. Sarkar et al.[13] proposed Self-Supervised Learning for 
ECG based SER, the classifier used is Multi-task 
convolutional neural network (CNN) where neutral, 
surprise,sad, happy emotions are recognized. The datasets 
used are SWELL and AMIGOS. The accuracy obtained for 
SWELL is 96% and for AMIGOS is 84%. 
Jianyou Wang et.al[14] SER with dual sequence LSTM 
architecture, MFCC features, mel-spectrograms are 
extracted and the classifier used is Dual Sequence-LSTM. 
Emotions recognised are anger, happiness, sadness, 
neutrality. The dataset used for evaluating the performance 
is IEMOCAP. The accuracy obtained for this model is 
69.4%. 
Ali Bakhshi et.al[17] proposed End-To-End SER based on 
Time and Frequency Information Using DNN, MFCC 
features are extracted. The classifier used in this paper is 
Conv-BiGRU network. The database used for evaluating 
the performance is RECOLA. The accuracy obtained for 
this model is 66%. 
Kai Zheng et.al[18] SER based on Multi-Level Residual 
CNN, spectral features are extracted from the speech 
signals and then they are fed as input to CNN. Emotions 
recognised using this model are happy, angry, 
anxious,fearful, bored , disgusted. The dataset used for 
evaluating the model is EMO-DB and the accuracy 
obtained is 74.36%. 
Yasser Hifny et.al[21] proposed Efficient Arabic SER 
using DNN, MFCC features are extracted and the emotion 
classifier is based on the CNN-LSTM-DNN architecture. 
Emotions recognised using this model are happy, angry, 
sad, neutral and  surprised. The dataset used for evaluating 
the performance of the system is Arabic speech emotion 
database (KSUEmotions). The accuracy obtained for this 
model is 87.2%. 
Eric Guizzo et.al[29] proposed Multi-time-scale 
convolution(MTS) for SER, time-invariant features are 
extracted. The classifier used for emotion recognition is 
MTS layer. Emotions recognised are neutral, angry, happy 
and sad. The datasets used are RAVDESS, TESS, 

EMODB, IEMOCAP. The best result for the dataset 
EMODB is 70.97%, RAVDESS is 55.85%, TESS is 
53.05%, IEMOCAP is 55.01%. 
Bo Wang et.al[30] proposed a path signature approach for 
SER, 40-dimensional mel-filterbank features from each 
utterance, and add one more dimension for representing 
time are extracted. Classifier used is PTS-CNN (i.e. Path-
Tree-Signature based CNN). Emotions recognised are 
Angry, happy, neutral, sad. The dataset used is IEMOCAP. 
The weighted Accuracy for PTS-CNN is 53.03% and 
unweighted accuracy is 58.90%.  
Kexin Feng et.al[33] proposed Siamese Neural Network in 
SER, mean and standard deviations of speech intensity, 
ZCR, fundamental frequency, voice probability and the 
first 12 MFCC features are extracted. Siamese neural 
networks are used for classifying the emotions. The 
emotions recognised are happiness, anger, fearful and 
sadness. The dataset used is RAVDESS, whereas 
CREMA-D and eNTERFACE05 are used as source data. 
The accuracy obtained for Siamese NN fine-tuning with 
eNTERFACE05 is 32.9% ,with CREMA is D-37.8%,with 
Siamese NN fine-tuning with modified loss 
eNTERFACE05 is 39.9% and CREMA-D is 43.4% . 
Shivali Goel et al[34] proposed Cross-Lingual Cross-
Corpus SER, MFCC features are extracted. Support Vector 
Classifier(SVC), Long Short Term Memory(LSTM) are 
the classifiers used in this paper. Emotions classified are 
angry,happiness, neutral, sadness and fear. The database 
used is EMO-DB, SAVEE, EMOVO, MASC, IEMOCAP. 
Trained using IEMOCAP with accuracy 61% for SVC and 
LSTM 55.20%. Test accuracy for SVC with EMOVO, 
SAVEE, EMODB is 32.00%, 51.00%, 65.00%. Test 
accuracy for LSTM with EMOVO, SAVEE, EMODB is 
31.43%, 43.33%,  46.51%. 
J. Zhao et.al[35] proposed SER using deep 1d & 2d cnn 
lstm networks, local and global features related to 
emotions from speech and log mel spectrogram are 
extracted. 1D and 2D CNN LSTM models are used for 
emotion recognition. Emotions recognised are happiness, 
anger, neutral, surprise, sadness, fear and disgust. The 
databases used are EmoDB and IEMOCAP. Accuracy 
obtained for Deep 1D and 2D CNN LSTM is 91.6% and 
92.9% respectively. 
Basu et al[36] proposed SER using CNN with Recurrent 
Neural Network(RNN) Architecture, 13 MFCC(13 
velocity, 13 acceleration components as features) are 
extracted. The algorithm used for emotion recognition is 
CNN LSTM. The database used is EMODB. Accuracy 
obtained is 80%. 
Zengwei Yao et al[39] proposed SER using fusion of three 
multi-task learning-based classifiers, pitch, ZCR, voicing 
probability, energy, mel-filterbank features and MFCC 
features are extracted. Fusion of HSF-DNN,LLD-RNN and  
MS-CNN is used to detect emotions from speech. 
Emotions recognised are happiness, anger, neutral and 
sadness. The database used is IEMOCAP. The weighted 
accuracy and unweighted accuracy is 57.1% and 58.3% 
respectively. 
Jian-Hua Tao et.al[15] proposed Semi-supervised Ladder 
Networks for SER, ZCR, RMS frame energy, pitch 
frequency,  (HNR) by autocorrelation function, and MFCC 
are the features extracted. The classifiers used are semi-
supervised ladder networks. The emotions classified are 
angry, happiness,neutral and sadness. The dataset used for 
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evaluating performance is IEMOCAP. The accuracy 
obtained is 53.7%. 
Kexin Feng et.al[20] proposed A Siamese Neural Network 
for SER, mean and standard deviations of speech intensity, 
ZCR, fundamental frequency, voice probability and the 
first 12 MFCC features are extracted where Siamese 
Neural Network is used for emotion recognition.  
Emotions recognised are happiness,anger, sadness, and 
fear. The databases used for evaluating the performance of 
the model are RAVDESS, eNTERFACE05 and CREMA-
D. The UAR obtained is 39.9% on the RAVDESS dataset 
when using eNTERFACE05 as source and 44.3% when 
using CREMA-D as source. 
Siddique Latif et.al[24] proposed Augmenting Generative 
Adversarial Networks for SER, prosody, spectral, and 
energy-based features are extracted. The classifier used is 
Augmentation scheme to augment the Generative 
adversarial networks (GANs). Emotions classified using 
this model are angry, happy, neutral, sad. The datasets 
used in this paper are IEMOCAP, MSP-IMPROV. The 
accuracy obtained for the proposed model is 59.6%. 
Swapnil Bhosale et.al[25] Deep Encoded Linguistic and 
Acoustic Cues for Attention based end to end  SER, deep 
encoded linguistic features are extracted. Emotions 
recognised using this model are happiness, anger, 
neutrality and sadness. The dataset used in this paper for 
evaluating the performance of the model is IEMOCAP. 
The accuracy obtained for this model is 58.31%. 
Harris Partaourides et.al[26] proposed A self-attentive 
emotion Recognition, Self-attentive Emotion Recognition 
Network (SERN) i sthe classifier used to classify 
emotions. Emotions are classified into Angry, Excited, 
Frustrated, Happy, Neutral, Sad. The dataset used for 
evaluating the performance of the model is IEMOCAP. 
SERN with different window sizes - SERN5 is  55.7%, 
SERN10 is 57.0%,  SERN20 is  58.4%,  SERN40 is 
58.1%, SERN 55.5%. 
Jiaxing Liu et.al[27] proposed SER on with local-global 
aware deep representation learning, MFCC, LPCC,  
prosodic features are extracted.The classifier is the 
combination of  TFCNN+DenseCap + ELM. Emotions 
classified are Neutrality, Anger, Sadness, Happiness and 
the database used in IEMOCAP for performance 
evaluation of the model. The accuracy obtained for the 
proposed model is 70.34% and 70.78% respectively.  
Jianyou Wang et.al[28] SER with Dual-Sequence LSTM 
architecture, MFCC features are extracted. The Dual 
Sequence-LSTM is used for emotion classification. 
Emotions recognised are anger, happiness, neutral and 
sadness. The database used is IEMOCAP and Weighted 
Accuracy of the model is 69.4% and Un-weighted 
accuracy is 72.7%. 
 
Zhen-Tao Liu et al[37] proposed SER based on Selective 
Interpolation Synthetic Minority Over-Sampling 
Technique in Small Sample Environment(SISMOTE), 
low-level emotional descriptors (LLEDs)(F0, ZCR, MFCC 
, RMS energy,  Harmonic Noise Ratio) are extracted. 
SISMOTE is used for recognising emotions. Emotions 
recognised are neutral, happy, sad, Surprise, angry. The 
databases used are CASIA, Emo-DB, SAVEE. The 
average recognition accuracy for CASIA is 90.28% , for 
SAVEE is 75.00%  and for EMO-DB is 85.82%. 

Fatemeh Daneshfar et al[38] proposed SER using Gaussian 
elliptical basis function network classifier, MFCC, PLPC, 
PMVDR features are extracted. QPSO algorithm (pQPSO) 
is presented that makes use of a Truncated Laplace 
Distribution (TLD) for recognising the emotion from 
speech. Emotions recognised are Anger,  Happiness,  
Neutral,  Sadness. The databases used are 
IEMOCAP,Emo-DB and SAVEE. The accuracy obtained 
for without dimension reduction is 74.55% and with 
dimension reduction is 79.94%. 
 

Table 2: List of algorithms with accuracy above 80% 
 

Title Dataset Features Classif
iers 

Emotio
ns 
recognis
ed 

Accuracy 

1. An 
Enhanced 
Human 
Speech 
Emotion 
Recognition 
Using Hybrid 
of PRNN and 
KNN [2] 

Emotional 
Prosody 
Speech as 
well as 
Transcripts 
were 
established 
by 
Linguistic 
Data 
Consortiu
m 

MFCC,G
LCM 

PRNN 
and 
KNN 

Happine
ss, 
anger, 
neutral, 
sadness, 
surprise 
and fear 

 Happiness 
is 93%, 
anger is 
95%, 
neutral is 
85%,sadne
ss is 91%, 
surprise is 
45%, and 
fear is 
75% 

2. An 
Improved 
Speech 
Emotion 
Recognition 
Algorithm 
Based on 
Deep Belief 
Network [4] 

CASIA  
Chinese 
speech 
emotion 
data set 

Speed of 
speech, 
short-
term 
energy, 
short-
time 
ZCR, the 
pitch, 
MFCC 

RDBN 
is used 
and 
compa
red 
with 
DBN 

angry, 
fear, 
happy, 
neutral, 
sad, 
surprise 

DBN is 
84.58% 
RDBN is  
84.94% 

3. Speech 
Emotion 
Recognition 
Based on 
Gaussian 
Kernel 
nonlinear 
Proximal 
Support 
Vector 
Machine [5] 

Chinese 
language 
Emotional 
dataset 

prosody 
features, 
and 
quality 
features 

PSVM joy, 
anger, 
surprise 
and 
sadness 

SVM 
method is 
80.75% 
and the 
PSVM 
method is 
86.75% 

4. Human 
Emotion 
Recognition 
using 
Acoustic 
Features with 
Optimized 
Feature 
Selection and 
Fusion 
Techniques 
[7] 

IEMOCAP
,  SES,  
EMO-DB, 
IITKGP-
SEHSC, 
and 
IITKGP 
SESC 

Prosody, 
qualitativ
e, 
excitatio
n source 
and 
spectral 
features 

KNN, 
LDA 
and 
SVM 

anger, 
happy, 
fear, 
neutral 

Highest 
accuracy 
with 
feature 
selection 
obtained 
for 4 
emotions 
using 
SVM with 
IITKGP 
SEHSC is 
93.5% 
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5. Emotion 
Recognition 
From Speech 
Using 
Wavelet 
Packet 
Transform 
Cochlear 
Filter Bank 
and Random 
Forest 
Classifier [10] 

RAVDESS
, SUSAS, 
and ESD 

MFCC, 
and 
dominant 
features 
are 
extracted 

Rando
m 
Forest 
Classif
ier 

 Using 
RAVDES
S, SUSAS, 
and ESD, 
the 
accuracy 
obtained is 
86.38%,88
.68%, and 
89.45% 
respectivel
y 

6. Self-
Supervised 
Learning for 
ECG based 
Emotion 
Recognition 
[13] 

SWELL 
and 
AMIGOS 

 Multi-
task 
CNN 

Neutral, 
surprise,
sad, 
happy 

SWELL -  
96%  
and 
AMIGOS- 
84% 

7. Efficient 
Arabic 
Emotion 
Recognition 
on using Deep 
neural 
networks [21] 

Arabic 
speech 
emotion 
database 
(KSUEmot
ions) 

MFCC CNN-
LSTM
-DNN  

anger, 
happines
s, 
neutral, 
sadness, 
surprise 

CNN-
BLSTM-
DNN is 
87.2% 

8. Speech 
Emotion 
Recognition 
Based on 
PSO-SVR 
Using 
Personality 
Clusters [32] 

RAVDESS acoustic 
speech 
features 
with 
40ms 
sliding 
window 

PSO-
SVR 

happines
s, anger, 
calm, 
neutral, 
disgust, 
fear, 
sadness 
and 
surprise
d 

SVM 
Linear 
Kernel - 
66.3% 
SVM 
Quadratic 
Kernel - 
83.7% 

9. Speech 
emotion 
recognition 
using deep 1d 
& 2d cnn lstm 
networks [35] 

EmoDB 
and 
IEMOCAP 

local and 
global 
features 
related to 
emotion 
from 
speech 
and log 
mel 
spectrogr
am  

1D and 
2D 
CNN 
LSTM 

Happine
ss, 
Sadness, 
Neutral, 
Surprise, 
Disgust, 
Fear, 
and 
Anger 

Accuracy 
obtained 
for Deep 
1D and 2D 
CNN 
LSTM is 
91.6% and 
92.9% 
respectivel
y 

10. Speech 
Emotion 
Recognition 
Based on 
Selective 
Interpolation 
Synthetic 
Minority 
Over-
Sampling 
Technique in 
Small Sample 
Environment 
[37]  

CASIA, 
Emo-DB, 
SAVEE 

low-level 
emotiona
l 
descripto
rs 
(LLEDs)
(F0, 
ZCR, 
MFCC , 
RMS 
energy,  
Harmoni
c Noise 
Ratio) 

SISM
OTE 

neutral, 
happy, 
sad, 
Surprise, 
angry 

Accuracy 
obtained 
for 
CASIA, 
SAVEE, 
EMO-DB 
are 
90.28%, 
75.00%, 
85.82% 
respectivel
y 

11.Speech 
Emotion 
Recognition 
with 
Convolution
al Neural 
Networks(C
NN), 
Recurrent 
Neural 
Networks(R
NN) - A 
COMPARA
TIVE 
STUDY 
[56] 

RAVDES
S, TESS, 
Emo-DB, 
Custom 

MFCC, 
Chroma
, Mel 
features 
 

CNN, 
CNN-
LSTM, 
RNN-
LSTM 

Happine
ss, 
anger, 
calm, 
fear, 
neutral, 
disgust, 
sadness 
and 
surprise
d 

Average 
recognitio
n accuracy 
with 4 
datasets is 
92.56% 
Average 
recognitio
n accuracy 
using 
RAVDES
S dataset 
is 73.79% 

 
 
3. CONCLUSION 
Emotion Recognition is a problem that can be resolved 
with various methods, be it in various inputs, feature set 
selection and model design.  This paper reviewed the 
attempts of some systems with varying levels of 
complexity in the feature set and the models used. It was 
also observed that not only does the type of feature vary 
among the different papers but the combination of features 
used in accordance with the specified model greatly 
affected the results thus obtained. Combinations of the 
feature vectors in the same model structure or the use of 
the same feature vector amidst various model structures 
greatly varied the results. Multi-modal fusion of varying 
models also helped to overcome the shortcomings of the 
models if present. However,  the comparison resulted in 
the  Neural Network Models comparatively giving higher 
accuracies than the classifier. Study in the field of Emotion 
Recognition continues with new models, fusion of 
previously known models and the varied use of features, 
both spectral and prosodic, bring new results in the 
domain. We proposed a neural network model and 
compared it with another 2 neural network models. In our 
study,RNN-LSTM is performing better when compared to 
other 2 algorithms. The accuracy obtained for and the 
KNN, LDA and SVM[7]  is  93.5% with IITKGP SEHSC 
database for 4 emotions,  and the accuracy for RNN-LSTM 
is 92.56%  for recognising 5 emotions( angry, happiness, 
neutral, sad and pleasant surprise) and 73.79% for 
recognising 8 emotions(anger, calm, happiness, fearful, 
sad, surprise,  neutral and disgust).  
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