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ABSTRACT 
 
Topic modeling is a method for finding abstract topics in a 
large collection of documents. With it, it is possible to 
discover the mixture of hidden or “latent” topics that varies 
from document to document in a given corpus. As 
an unsupervised machine learning approach, topic models 
are not easy to evaluate since there is no labelled “ground 
truth” data to compare with. However, since topic modeling 
typically requires defining some parameters beforehand (first 
and foremost the number of topics k to be discovered), model 
evaluation is crucial in order to find an “optimal” set of 
parameters for the given data. Latent Dirichlet 
allocation (LDA) and Non-Negative Matrix 
Factorization (NMF) are the two most popular topic modeling 
techniques. LDA uses a probabilistic approach where as NMF 
uses matrix factorization approach. In this paper we want to 
assess which most relevant technique for topic coherence 
using c_v measure, we have chosen citations’s Covid’19 
Corpus for experimentations. 
 
Key words: Topic Model, Topics Coherence, Machine 
Learning, LDA, NMF. 
 
1. INTRODUCTION 
 
Topic models learn topics (sets of words) automatically from 
unlabeled documents [14] [12] in an unsupervised way. This 
is an attractive method to bring structure to otherwise 
unstructured text data, but Topics are not guaranteed to be 
well interpretable, therefore, coherence measures have been 
proposed to distinguish between good and bad topics. 
 
When we use a subject model (topic model), we are mainly 
concerned with the extent to which the subjects learned 
correspond to human judgments and help us to differentiate 
ideas. But until recently, the evaluation of these models has 
custom and application specific. Ratings ranged from 

 
 

 

substantially fully automated evaluations to manually 
designed external evaluations. Previous external evaluations 
used acquired subjects to represent small fixed vocabulary and 
to compare this distributive area with human judgments of 
similarity [1] [5] [13]. However, these reviews are 
hand-created and often costly to perform industry-specific 
topics. On the contrary, the intrinsic metrics evaluated the 
amount of information coded by topic, where confusion is a 
common example [2], however, [3] found that these essential 
metrics do not always relate to semantic explainable topics. 
Moreover, a few evaluations used the same metrics to 
compare distinct approaches like Latent Dirichlet Allocation 
(LDA) [15] [4] and Non-Negative Matrix Factors (NMF) [6]. 
This affected the knowledge of the most beneficial method for 
a given application, or in terms of extracting useful topics. 
 
This paper is structured as follows: Section 2 presents a small 
description of the two models. Section 3 define different 
coherence measures, our experimentations and results 
presented in section 4 and 5 respectively, and finally a 
conclusions of this paper are provided in Section. 6. 
 
2. TOPIC MODELS  
 

2.1 LDA 
 
The latent Dirichlet allocation [4][7] (LDA) is a thematic 
probabilistic modeling algorithm. It is based on the 
assumption that documents are composed of several themes 
(and not words), where a theme is a multinomial distribution 
on a fixed vocabulary W. 
 
LDA is a mixture model that captures the exchangeability of 
both words and documents [4]. The assumption 
of exchangeability for words in a document means that the 
order of words in a document is not important, and likewise 
for the ordering of documents in a corpus. 
 
The following are definitions of several terms: 

 Corpus: a collection of  M documents 
 Document: a sequence of  N words  
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 Word: the basic unit of discrete data represented by a 
unit-basis vector vocabulary indexed from 1 
to V where one component is equal to 1 and all others 
are 0. 

 
Recall that LDA is a generative model. Each document is 
assumed to be generated by the following generative process, 
where words are generated independently of other words, 
hence following a unigram bag-of-words model [8]: 
 
To generate a document: 
   1. Randomly choose a distribution over topics (a 
distribution over a distribution).  
   2. For each word in a document: 
       a. Randomly choose a topic from the distribution over 
topics. 
       b. Randomly choose a word from the corresponding topic 
(distribution over the vocabulary).  

 
More formally, the generative process finds the joint 
distribution of the hidden and observed variables [8]: 

 
 

Figure 1 : LDA graphical representation 
 
The variables θ and z are of major interest in that they 
prioritize the model and evaluate each component of the 
corpus (whole corpus, document, words). We distinguish in 
effect three distinct “levels” in (Fig 1): 

 The “hyper parameters” α and β are global parameters 
defined for a entire corpus C; the other variables are 
generated from them 

 θ is defined for a document; its probability density is 
expressed from properties of Dirichlet's law: 

 
 
 

 
 
 Finally z and w are specific to each word. We give the 

joint probability of a sequence of words w and a 
sequence of topic z: 

  
 
 

Using the Gibbs Sampling estimate, we obtain the probability 
matrix θ [document - subject] and the probability matrix Φ 
[subject - word]. For a new document of arbitrary length, we 
can deduce its latent subjects involved and in the meantime, 
we will assign a subject label for each word in the document. 
 

2.2 NMF  

Non-negative matrix factorization (NMF) is a 
linear-algebraic optimization algorithm [9] used for 
dimensionality reduction and data analysis [10] that solves 
the following problem (illustrated in Fig 2, which is taken 
from [11]): 

 

 
 

 

 

Given a non-negative matrix V, find (usually) two 
non-negative matrices  W and H such that: 

V ≈ WH 
 

Thus, given a set of multivariate n dimensional data vectors, 
they are put into an n*m matrix V as its columns, where m is 
the number of examples in the data set. This matrix V is 
approximately factorized into an n*t matrix W and 
an t*m matrix H, where t is generally less than n or m. 
Hence, this results in a compression of the original data 
matrix. 
 
In terms of topic modeling, the input document-term 
matrix V is factorized into a n*t document-topic matrix and 
a t*m topic-term matrix, where t is the number of topics 
produced. 
 
Non-negativity is natural for many practical problems, such 
as color intensities, frequency counts, etc., and it also makes 
the resulting matrices easier to inspect [11] 
 
3. COHERENCE MEASURES 
 
A set of statements or facts is said to be coherent, if they 
support each other. Thus, a coherent fact set can be 
interpreted in a context that covers all or most of the facts. An 
example of a coherent fact set is “the game is a team sport”, 

 

 

 

 
Figure 2: Non-negative matrix factorization diagram 
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“the game is played with a ball”, “the game demands great 
physical efforts”. 
 
Let’s take quick look at different coherence measures, and 
how they are calculated: 
 

 C_v measure is based on a sliding window, one-set 
segmentation of the top words and an indirect 
confirmation measure that uses normalized pointwise 
mutual information (NPMI) and the cosine similarity 

 C_p is based on a sliding window, one-preceding 
segmentation of the top words and the confirmation 
measure of Fitelson’s coherence 

 C_uci measure is based on a sliding window and the 
pointwise mutual information (PMI) of all word pairs 
of the given top words 

 C_umass is based on document cooccurrence counts, a 
one-preceding segmentation and a logarithmic 
conditional probability as confirmation measure 

 C_npmi is an enhanced version of the C_uci coherence 
using the normalized pointwise mutual information 
(NPMI) 

 C_a is baseed on a context window, a pairwise 
comparison of the top words and an indirect 
confirmation measure that uses normalized pointwise 
mutual information (NPMI) and the cosine similarity 

 
There is, of course, a lot more to the concept of topic model 
evaluation, and the coherence measure. However, keeping in 
mind the length, and purpose of this article, let’s apply these 
concepts into developing a model that is at least better than 
with the default parameters.  
 
4. EXPERIMENTATION 

4.1 Data Set 

In this study we have used a Corpus of Covid’19 Citations 
(2019-2020). This corpus consists of texts that were released 
as part of the COVID-19 Open Research Dataset (CORD-19) - 
from https://www.sketchengine.eu/covid19/ - . We are 

constructing our own corpus, we are selecting 13 000 
Citations of Covid’19, structured them in a csv file which has 
the following form "Id; papers_source; url; citations”. 

4.2 Pre-processing 

Preprocessing is an important task and critical step in Text 
mining, Natural Language Processing (NLP) and Information 
Retrieval (IR). Data preprocessing is used for extracting 
interesting and non-trivial and knowledge from unstructured 
text data. 
 
In Preprocessing, a) tokenization is the procedure of splitting 
a text into words, phrases, or other meaningful parts, namely 
tokens. In other words, tokenization is a form of text 
segmentation. Typically, the segmentation is carried out 
considering only alphabetic or alphanumeric characters that 
are delimited by non-alphanumeric characters (e.g., 
punctuations, whitespace). b) Stop-words are the words that 
are commonly encountered in texts without dependency to a 
particular topic (e.g., conjunctions, prepositions, articles, 
etc.). c) Another widely used preprocessing step is lowercase 
conversion. Since uppercase or lowercase forms of words are 
assumed to have no difference, all uppercase characters are 
usually converted to their lowercase forms. d) The aim of 
stemming is to obtain stem, or root, forms of derived words. 
Since derived words are semantically similar to their root 
forms, word occurrences are usually computed after applying 
the stemming on a given text. 
 
5. RESULTS 
 
After the preprocessing phase we tried to extract 10 topics for 
each model, LDA and NMF, then calculated the consistency 
of the topics of the two models and finally analyzed the results 
obtained. 

5.1 LDA Topics and Coherence of Topics 

 

 
Table 1a: LDA Topics List 

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 
protein transmission use cell sequence 
bind use test protein virus 
structure human figure receptor coronavirus 
may virus table ace bat 
fig evidence epitope bind genome 
affinity model sequence entry share 
antibody estimate result target human 
human base positive show identity 
region animal detection virus identify 
analysis study sample also high 



    Sara Mifrah  et al.,  International Journal of Advanced Trends in Computer Science and  Engineering, 9(4),  July – August  2020, 5756  –  5761 

5759 
 

Table 1b: LDA Topics List 
Topic 6 Topic 7 Topic 8 Topic 9 Topic 10 
severe treatment level case patient 

case disease gene patient infection 

cause virus induce confirm study 
report infection activity test infect 

infection control design hospital clinical 

spread vaccine significantly suspect symptom 
acute drug peptide positive covid 

respiratory may concentration infection day 

human effective construct virus report 
virus cause complex local respiratory 

 
 
After extracting all topics we are calculating the coherences 
value of each topic using c_v measure and we have obtained 
the graph bellow (fig 3). 
 
  
 
           
 
 
 
 
 

 
 
 
 
 
 
 

 
  

 
 
 
 
 

 

5.2 NMF Topics and Coherence of Topics 

Table 2a: NMF Topics List 
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 
2019 ace2 mers patients preprint 
china receptor 2012 infection copyright 
coronavirus protein saudi sars holder 
wuhan Sars east infected 1101 
novel Cells middle transmission https 
december binding arabia cases peer 
outbreak Rbd first clinical reviewed 
health spike respiratory symptoms doi 
2020 human cases study 10 
disease Entry reported confirmed 2020 

 
Figure 3: LDA Coherence Score with c_v mesure 

 



    Sara Mifrah  et al.,  International Journal of Advanced Trends in Computer Science and  Engineering, 9(4),  July – August  2020, 5756  –  5761 

5760 
 

Table 2b: NMF Topics List 
 

Topic 6 Topic 7 Topic 8 Topic 9 Topic 10 
respiratory Sars pcr 19 al 
syndrome Bat rt covid et 
coronavirus sequence positive disease zaki 
severe genome rna caused 2012 
acute coronaviruses time pandemic 2020 
disease ratg13 real sars de 
caused identity tested virus 2003 
middle Virus samples outbreak 2005 
east Covs detection coronavirus 2013 
novel Sequences swab world 2004 

 
                 
   

                   
 

 

5.2 Comparison 

If we want to compare the two models, we can say that the 
coherence of topics generated by the LDA model (fig 3) is 
better than that generated by the NMF model (fig 4); moreover 
the words of each topic (Table 1a and Table 1b) for the LDA 
model is more significant than that of the NMF model (Table 
2a and Table 2b) globally; but if we look at each topic we can 
see that: (the Topics 1,4,6,7,9) of NMF model are the best. 
 
 

6. CONCLUSION 
 
We can conclude that the LDA model is more relevant than 
the NMF model in the case of large corpus -13 000 citations - 
with long document or texts; in generation of coherence of 
topics.  
Overall, we see that each topic model paradigm has its own 
strengths and weaknesses. Latent Dirichlet Allocation learn 
concise and coherent topics and achieved similar performance 
on our evaluations. However, NMF learns more incoherent 
topics than LDA. For applications in which a human end-user 
will interact with learned topics, the flexibility of LDA and the 
coherence advantages of LDA warrant strong consideration. 
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