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ABSTRACT 

 

There are different kinds of people in this world who have 

different types of disabilities. Being not able to speak is 

considered as serious disability. For helping those people, we 

create an application that can solve the problem of having 

normal conversation with others. We developed a sign 

language application for the easy communication between 

deaf and dumb people and normal people. 

The purpose of our paper is to detect gestures through the 

webcam and display what the gesture is. Here, we have 

considered different signs from American Sign Language 

system corresponding to 26 alphabet letters. In order to make 

this work, a gesture is shown to  the computer's webcam 

resulting in generation of corresponding letter from the 

images that were defined in dataset. There were actually 

some of the models, making this Paper success. The first one 

is CNN, that is used to differentiate gestures and the second 

is ROI, used to remove background images that are not 

necessary and also to indentify the hands having different 

skin tones. 
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1. INTRODUCTION 

For the sign language to text conversion, there is already 

software exists using Arduino, which is implemented by 

using IOT. Here human hands are considered and some kind 

of gestures is made by using those hands. For detecting those 

gestures we use sensors. And for that purpose we wear 

gloves on our hands which have sensors under them. By 

analyzing the data taken from the input data glove, some 

signs and gestures are recognized [1][2][3]. 

 

The input taken from sensor gloves are analysed by Arduino 

board and converted to digital form i.e., result which is 

displayed on monitor or LCD screen[4][5]. 

 

Disadvantages 
The software system that already exists(by using Arduino) 

results in the following drawbacks:  

i. If any wire is disconnected when placing the finger on 

the sensor then no output will be displayed. 

ii. The cost is too high as this is implemented using 

sensors, hand gloves and arduino's. 

iii. As many wires connecting to the gloves, it restricts 

user's free hand movements[6]. 

 

2. PROPOSED SYSTEM 

 

This Paper focuses on converting from sign language to text. 

In this system, the corresponding letter will be generated 

according to the gesture given to the computer’s webcam 

using Open CV in python. The generation of such alphabet is 

mainly because of the three models i.e., CNN, ROI and 

Image pre processing we have used in the system. CNN is 

used mainly for differentiating gestures and ROI is used to 

remove background pictures, which is not necessary and also 

to identify the hands having different skin tones 

[18][2][7][8][9]. 

 

For this Paper we have considered 26 alphabet and their 

signs according to the American Sign Language system and 

the dataset for defining the gestures. 

 

ADVANTAGES OF PROPOSED SYSTEM 

i. The main advantage over existing system is that, a 

user can be given various gestures without any sense 

of restrictions that was in existing system[10]. 

ii. System implementation is low cost. 

iii. High efficiency. 

 

3. MODULE DESCRIPTION 

 

The Modules present in the project are 

A. Image Acquisition 

B. Image Preprocessing 

C. Hand Detection by colour segmentation 

D. Gesture Recognition 

A. Image Acquisition 

In our paper, first and foremost images or videos should be 

captured by the webcam of the device in order detect the 

gestures. This process is done by using the OpenCV module 

which is wide spread module for the capturing of video and 

images in python language[11][17]. 
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B. Image Preprocessing 

After collection of the image in the image acquisition 

module the image needs to get preprocessed i.e, it needs to 

undergo the gray scale conversion to reduce the pixel density 

and easy processing of the image. We have used ROI(Region 

Of Interest) to remove the background and to identify the 

hands having different skin tones on the temporal 

features[16]. 

 

C. Hand Detection By Color Segmentation 

Colour Segmentation is done by using CV tobgc method. 

The images captured in ROI are taken to detect the skin by 

this model. After the detection of skin(hand) from the image 

it is converted to binary image which recognizes the 

gesture[15]. 

 

D. Gesture Recognition 

From the binary image that is captured, gestures are 

recognized from comparing to the many images in the 

trained dataset and gives out the specified result[14][2]. 

 

4. FUNCTIONAL REQUIREMENTS 

 

a) Bounding Box 

The Bounding Box is a rectangle drawn on the image which 

tightly fits the object(hand) in the image[12]. A bounding 

box exists for every instance of every object in the image. 

For the box, 4 numbers (center x, center y, width, height) are 

predicted. This can be trained using a distance measure 

between predicted and ground truth bounding box. The 

distance measure is a jaccard distance which computes 

intersection over union between the predicted and ground 

truth boxes [12]. 

 

b) OpenCV 

OpenCV (Open Source Computer Vision Library) is an open 

source computer vision and machine learning software 

library. OpenCV was built to provide a common 

infrastructure for computer vision applications and to 

accelerate the use of machine perception in the commercial 

products[11]. 

The library has more than 2500 optimized algorithms, which 

includes a comprehensive set of both classic and state-of-the-

art computer vision and machine learning algorithms. These 

algorithms can be used to detect and recognize faces, identify 

objects, classify human actions in videos, track camera 

movements, track moving objects, extract 3D models of 

objects, produce 3D point clouds from stereo cameras, stitch 

images together to produce a high resolution image of an 

entire scene, find similar images from an image database, 

remove red eyes from images taken using flash, follow eye 

movements, recognize scenery and establish markers to 

overlay it with augmented reality, etc[11][18]. 

 
Figure 1: Generated mask image using Open CV 

c) Convolution Neural Network(CNN) 

The model we used is built with Keras using Convolutional 

Neural Networks (CNN). A convolutional neural network is 

a special type of deep neural network which performs 

extremely well for image classification purposes. A CNN 

basically consists of an input layer[13], an output layer and a 

hidden layer which can have multiple numbers of layers. A 

convolution operation is performed on these layers using a 

filter that performs 2D matrix multiplication on the layer and 

filter. 

The CNN model architecture consists of the following 

layers: 

• Convolutional layer; 32 nodes, kernel size 3 

• Convolutional layer; 32 nodes, kernel size 3 

• Convolutional layer; 64 nodes, kernel size 3 

• Fully connected layer; 128 nodes 

The final layer is also a fully connected layer with 2 nodes. 

In all the layers, a Relu activation function is used except the 

output layer in which we used Softmax [13][19]. The 

following figure 2 represents the different layers in CNN 

Model 

 
Figure 2: Different layers in CNN Model 
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Figure 3. Flow chart for Sign Language Gesture Recognition 

In the above figure 3,when started image is captured via webcam 

and there is a ROI (boundbox) where hand gestures are given 

.Image preprocessing is done on the images and by using CNN 

model we detect the gestures. 

5. RESULTS 

 
Description: Showing the alphabet V 

 

 
 

Description: Showing the alphabet I 

 
Description: Showing the alphabet H 
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Description: Showing alphabet O with noiseless background 

 
 

Description: Showing alphabet C with noiseless background 

 

6.CONCLUSION  

 

In human communication, gestures play a very prominent 

role especially hand gestures have lots of potential 

applications in the area of human computer interaction. 

Gesture based recognition techniques especially vision based 

hand gestures have many advantages compared with others. 

But, Current work of hand gesture recognition is only a small 

contribution towards achieving great results in field of sign 

language recognition. Here in our Paper we can only be able 

to recognise the gestures of alphabets from American Sign 

Language (ASL). 

 

The work we have done can be further extended with better 

accuracy of recognition of gestures. we can move on to 

sentence level too in future by this method. 
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