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ABSTRACT 
 
In health area, doctors are busy finding useful tools to 
pre-diagnose chronic diseases. Chronic diseases have specific 
behaviors that can be detected before a patient enters critical 
phases. If a chronic disease is diagnosed early, the patient is 
highly likely to have a good quality of life, which is why this 
research work was motivated. By health sector protocols it is 
not easy to obtain information from patients with some type of 
chronic disease, for this reason, this work makes use of 
databases with real information that has been collected by the 
scientific community, information that has been specifically 
treated to do research with pattern classification algorithms 
(also called intelligent computing algorithms). The 
information is disease-classified, has entering patterns and 
test patterns for intelligent computing algorithms to use it and 
measure their performance. The databases used in this work 
are KEEL and ICU. 
 
This work will introduce how the new associative pattern 
classification algorithm Lernmatrix tau[9](LM-[9])  behaves 
before 9 of the most commonly used classification algorithms 
in the state of the art. The results will show that this intelligent 
computing algorithm, despite its simplicity, is an algorithm 
that should be taken into account in the pre-diagnosis of in 
chronic diseases. 
 
Key words: pre-diagnosis, chronic diseases, computational 
intelligence, intelligent pattern classification.  
 
1. INTRODUCTION 
 
According to the World Health Organization, chronic diseases 
such as cancer, diabetes, hypertension appear by 
environmental factors or are inherited [1-4]. Diseases like 
these have motivated researchers to focus on minimizing the 
negative effects of chronic diseases. An important example of 
this effort and of global interest is that researchers have made 
use of intelligent algorithms to make pre-diagnosis of such 
diseases. For health professionals, a pre-diagnosis increases a 
patient's life chances because they can be given adequate 
treatment [5]. Pre-diagnosis can provide useful information 
for the development of a chronic diseases cure [6]. As noted, 

chronic diseases, which are of social impact to the population, 
is a research topic in the global scientific community [7]. 
 
Breast cancer is the most common cancer in women around 
the world. In Mexico, breast cancer is the second leading 
cause of death in women over the age of 20. Worldwide, is 
detected of breast cancer in a woman each 9 minutes and more 
than 60,000 14-year-old women have this type of cancer [8]. It 
is clear that chronic diseases are a world health concern. 
 
Some researchers around the world have used intelligent 
computing algorithms as a possible useful diagnostic tool for 
chronic diseases with important results, however, some 
algorithms are like a "black box" that makes impossible to 
determine which patterns were misclassified and why [9], this 
reason does not demerit them. The algorithms used as 
classifiers for chronic diseases in the literature are: the 
Bayesian classifier [10], the K-NN [11], decision trees [12], 
neural networks, including deep learning [13-15], support 
vector machines (SVM) [16] and associative classification 
algorithms [17-30]. 
 
This work uses LM-[9] Lernmatrix associative classifier [31] 
as the basis for the classification of chronic diseases. LM-[9] 
is an improved algorithm of Karl Steinbuch's original model 
[32]. The results obtained will be compared with the most 
important intelligent computing algorithms offered by the 
WEKA platform [33]. 
 
Lujan Garcia and colleagues present their research in a 
learning method that classifies automatically transfer images 
chest X-ray to classify patients with pneumonia getting good 
results in performance metrics reported [34]. 
 
In a recent investigation on COVID-19, Lujan García presents 
a convolutional neural network with pre-trained weights, as a 
classification model for patients with COVID-19, pneumonia 
or who are healthy. Successfully classifying patients with 
SARS-CoV-2 and pneumonia [35]. 
 
This paper is structured as follows: in section 2 it shows some 
state-of-the-art works related to medical diagnosis, based on 
algorithmic solutions. Sections 3 and 4 describe the disease 
data banks and intelligent computing algorithms to be used. 
Section 5 sets out the experimental results of this research. 
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Finally, section 6 includes the conclusions and outlines some 
ideas for future work. 
 
 
2. RELATED WORKS 
 
Carrying out a medical pre-diagnosis of chronic diseases is a 
methodology accepted by the scientific community in the area 
of medicine, to face the growing increase in chronic diseases 
that affect the population, thus promoting an improvement in 
the quality of life of patients who, suffer or are predisposed to 
suffer some type of chronic disease. It is for this reason that 
various investigations have been proposed based on the use of 
algorithms to carry out this pre-diagnosis. Some of the more 
relevant research is briefly mentioned below. 
 
In the investigation of [7], from Fazekeas, seasonal time series 
were used to perform the periodicity analysis of childhood 
lymphoid leukemia in Hungary, performing the analysis both 
for the total number of patients and for the data series divided 
by the mean, finding in this study a certain periodicity in the 
dates on which the diagnosis was made. Noting differences in 
the peaks of the time series, most of them appearing in winter, 
mainly in the younger group of patients. 
 
In an approach to liver diseases, Abdar [6] in his research used 
data mining techniques to identify liver diseases using a new 
decision tree model, in combination with an impulse 
algorithm, obtaining a yield of 93.75% of accuracy, showing a 
marked improvement with traditional decision tree models, 
and they also show in their research that women are more 
likely to develop liver disease than men. 
 
In [36] Mungle proposes for his research related to breast 
cancer, to use a hybrid clustering algorithm, k-means to 
quantify the proliferative index of cancer cells based on the 
Ki-67 nucleus count by means of images of stained cells with 
K-67. showing good results in their research. 
 
Whereas Padmavathy proposes to use a neuro-fuzzy adaptive 
inference system (ANFIS) for the detection of breast cancer 
through images, achieving a performance of 98% in accuracy, 
as a performance metric of the classification model [37]. 
 
Recently González-Patiño and collaborators used segmented 
mammographic images, applying metaheuristics, to diagnose 
breast cancer in a timely manner. As a result, they observed an 
improvement in the error rate, compared to some classical 
methods such as the Otsu method [38]. 
 
Regarding prostate cancer, Guidi proposes using images to 
detect prostate cancer, identifying patients who could receive 
adaptive treatment, comparing two types of radiotherapy, 
which are: administered and planned. In this way, she was 
able to present in her research a tool capable of classifying 
patients with morphological variations and predicting 

possible problems caused by the treatment administered or 
planned [39]. 
 
In the research proposed by Chang [40], a decision support 
web system was developed considering the performance of 
sensitivity, as well as previous decisions for the pre-diagnosis 
of chronic diseases, taking as a reference the Bayes theorem 
and expert opinions to perform decision making. 
 
As an alternative, Vyas in his research refers that to 
understand a disease it is necessary to understand the 
molecular mechanisms, such as the amount of protein-protein 
interactions, focusing his efforts on diabetes mellitus, Vyas 
and his collaborators. proposed in his document [41] a model 
that is based on SVM, for the classification of structural and 
genomic fingerprints of this disease. 
 
Golub mentions in his research [42] the importance of seeking 
a new approach to classify new types of cancer, for which he 
proposes in his study the use of genetic expressions of DNA 
microarrays, with the aim of classifying cancer in acute 
leukemias, be successful in identifying new types of leukemia 
cancer. 
 
Instead, Polat focuses his research on chronic kidney diseases, 
showing that to obtain good classification performance it is 
necessary to use the correct feature selection algorithms, in 
order to reduce the dimensionality of the data sets. Therefore, 
he proposed to use an SVM model for the diagnosis, in 
conjunction with dimensionality reduction techniques [43]. 

3. DISEASE DATASETS 
Below is a brief description of the disease databases used in 
this research during the experimental phase. These data sets 
were obtained from the KEEL repositories [44] and the 
University of California at Irvine (UCI) [45], these 
repositories have a compendium of data sets related to 
diseases that humans suffer from among other topics of 
interest scientific. In this research, the databases of: 
 
Wisconsin (wsc)- Donated by Dr. William H. Wolberg of the 
University of Wisconsin and contains clinical cases of 
patients who underwent surgery for breast cancer. With a total 
of 683 patterns described by 9 and divided into 2 classes 
depending on whether the tumor was malignant or benign. 
 
The Thyroid dataset was donated by the Garavan Institute in 
Australia to the UCI repository. It contains a total of 215 
patient patterns, whether or not they present hyperthyroidism 
or hypothyroidism. This dataset was subsequently divided by 
the KEEL repository, from which the new-thiroid1 (nwt1) and 
new-thyroid2 (nwt2) data sets were obtained, used in this 
research to classify patients with hyperthyroidism and 
hypothyroidism respectively. 
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Haberman (hbrm) is a dataset donated by Tjen-Sien Lim in 
1999 to the UCI repository, and contains case studies from the 
Billings Hospital of the University of Chicago, on patients 
who underwent surgery for breast cancer, with a total of 306 
patterns described by 3 numerical attributes, with two classes 
for the classification of patients who survived or not surgery, 
within 5 years after having undergone it. 
 
Spectfheart is a dataset from the UCI repository donated by 
the Lukasz A. Kurgan University of Colorado in Denver that 
contains 267 patterns described by 44 numerical attributes in 
order to detect cardiac abnormalities, according to the 
information from SPECT computed tomography images, in 
addition of the dataset classes are distributed in normal and 
abnormal. 
 
Ecoli is a dataset from the UCI repository donated by 
KenetaNakai from the Institute of Biology and Molecular and 
Cellular at the University of Osaka for the localization of 
proteins in bacteria. Subsequently, the KEEL repository 
performed a division of the ecoli-0-3-4-7_vs_5-6 dataset 
which contains 257 patterns described by 7 attributes and two 
classes. 
 
The Cleveland-0_vs_4 dataset (cve) belongs to the KEEL 
repository, taking data from the original ICU heart disease 
dataset, it has 177 patterns, 13 attributes and two classes, table 
1 shows the above described. 

Table 1. Datasets description 

Dataset Attributes Patterns Classes 

Wisconsin 9 683 2 

newt-thyroid1 5 215 2 

newt-thyroid2 5 215 2 

Haberman 3 306 2 

Spectfheart 44 267 2 

ecoli-0-3-4-7_vs_5-6 7 257 2 

cleveland-0_vs_4 13 177 2 

4.  CLASSIFIERS 

Subsection 4.1 will briefly explain 9 classification algorithms 
offered by the WEKA platform [33], algorithms that are the 
most commonly used in the state of the art and that were used 
in the experimental phase for the classification of chronic 
disease patterns.  

Subsection 4. 2 will describe the new associative pattern 
classifier LM-[9] [17, 31], which is a particular case of the 
new minimalist machine learning paradigm [46]. 

 

4.1 WEKA platform algorithms 

WEKA Platform Selected Pattern Classification Algorithms: 

1. MultilayerPerceptron(MLP): MLP is an artificial 
neural network made up of multiple layers, its design 
attempts to solve classification problems with 
classes that are not linearly separable. MLP is 
considered by the scientific community to be an 
excellent pattern classifier, along with SVM is the 
"enemy to overcome" in all comparative studies. The 
MLP consists mainly of three layers:  the input layer, 
the hidden layer and the output layer: In the latter 
layer are the neurons whose output values 
correspond to the class label [15-17]. 

2. RandomTree (RT): This algorithm is a pattern 
classification algorithm that consists of building a 
decision tree randomly [47]. 

3. RandomForest (RF): This classifier is a random 
forest algorithm, i.e., it is a combination of decision 
trees. It generates multiple trees randomly, and each 
decision tree casts a unit vote for the most popular 
class and that way it is possible to classify an input 
pattern [48]. 

4. NaiveBayes (NB): It is a probabilistic classifier 
based the Bayes naive theorem. This classifier 
considers independent all its attributes from the point 
of view probabilistic, contrary to what normally 
happens in the real world [10]. 

5. Instance Based 1 (IB1): This is the 1-NN classifier, 
which assigns a test pattern the class to which its 
nearest neighbor belongs [49]. 

6. IB3: It is classifier 3-NN. IB3 assigns to a test pattern 
the class that results by vote in the three nearest 
neighbors. 

7. SMO: It is a support vector machine (SVM) 
algorithm. The algorithm forits operation uses 
function optimization and so-called support vectors. 
This type of algorithm tries to find a hyperplane that 
best separates the classes, and if it is not achieved, it 
uses the kernel trick to transform the patterns to a 
larger dimension space than the original. A kernel 
can be a linear, polynomial, radial-based, or sigmoid 
function [16]. 

8. J48: It is a decision tree classification algorithm. It is 
one of the most used in pattern classification. J48 is 
the name given in WEKA to a decision tree type 
derived from the old ID3. Decision trees are 
appreciated because they are explainable, they are 
based on graph theory and allow to display in 
structured form how instances of a dataset are 
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classified. The structure contains a root node at the 
top of the tree, and the intermediate nodes called 
sheets that correspond to the attributes. Classes are 
displayed at the bottom of the tree [12]. 

9. Logistic (LR): This algorithm is logistic regression, 
which is a statistical technique of machine learning. 
It acts as inputs actual values and makes a prediction 
about the probability that the input belongs to a 
particular class. This probability is calculated based 
on a sigmoid function whose expression involves the 
exponential function [50]. 

4.2The New Algorithm AssociativeLM-[9] 

According to [32], in the learning phase of the original 
Lernmatrix model (LM), each binary input pattern x of 

n-dimension is associated with an output y pattern of type 

one-hot, so that if the input pattern belongs to class k, the y  
 k-th component has value one, while all other components 
have zero value.  
 
The learning phase creates an M array of zeros, with p rows 
and n columns, and for each pair in the learning set the M 
array updates its input values according to the following 
Steinbuch rule: 
 

∆݉௜௝ = 	 ቐ
௜ݕ	݅ݏ	ߝ+

ఓ = 1 = ௝ݔ
ఓ

௜ݕ	݅ݏ	ߝ−
ఓ = ௝ݔ	ݕ	0

ఓ = 1
0	otherwise

 (1) 

 
The only restriction for the value of ߝ is that it be positive. 
Therefore, it is valid to choose the value of ߝ as 1. In all the 
examples in this paper, we will use the value1 =ߝ. 

If x it is an n-dimensional pattern whose class is unknown, it 
is possible to estimate the class of that pattern in the recovery 
phase of the Lernmatrix model. To do this, the M matrix 
operates with the x pattern to try to get the corresponding 

y pattern. Because it is a y one-hot p-dimensional pattern, 
the class information is in the nonzero component. This 
process is expressed like as: 

௜ఠݕ = ൞1	݅ݏ	෍݉௜௝ݔ௜ఠ = 	ܺܣܯ ቎෍݉௛௝ݔ௝ఠ
௡

௝ୀଵ

቏
௡

௜ୀଵ

0	otherwise

 (2) 

 
The class obtained is not always correct, because the LM has a 
problem called saturation that prevents the correct recovery of 
all one-shot patterns.  For this reason, the LM is not 
competitive with classifiers reported in the state of the art due 
its saturation problem.  
 
The new LM-[9]algorithm significantly improves the results 
of the original LM[44]. The LM for its functionality uses to 

the original expressions (1) and (2) of the LM, the code 
Johnson-Möbius and the [9] transform. 
 
The Johnson-Möbius code converts an array of real numbers 
into a set of binary strings with a very simple structure. 
Johnson-Möbius works like this: 
 

1. Minimum value is obtained from a list of numbers. 
2. Each number of the list is added with the negative 

ofthe minimum value obtained, in order to make it 
zero. 

3. The new list of numbers is multiplied by an 
appropriate power of 10 for removing decimals. 

4. Maximum value is obtained of the numbers in the list 
generated by step 3. Maximum number obtained 
indicates the number of bits to use for each number 
of the list. Each number in the list in step 3 indicates 
the number of 1 that will define it. 

 
The following example illustrates the code 
Johnson-Möbius: 
 
It has this list of 5 real numbers:  1.7, -0.1, 1.9, 0.2 and 
0.6.  is obtained the minimum value which is-0.1, the -0.1 
is multiplied by -1 getting 0.1. Then, 0.1 is added with all 
numbers, generating the next list: 18, 0, 20, 3 and 7. The 
binary representation of this last list is shown in Table 2. 

Tabla 2.Johnson-Möbius 
 

1.7 00111111111111111111 
-0.1 00000000000000000000 
 1.9 11111111111111111111 
 0.2 00000000000000000111 
 0.6 00000000000001111111 

 
The LM-[9] transforms a binary digit into a binary digit pair 
as follows: 

[9]

[9]

1
(1)

0

0
(0)

1





 
  
 
 

  
 

 
(3)

The [9] transform, although simple, makes the LM 
significantly improve its performance, transforming the LM 
into a new competitive classification algorithm in the state of 
the art. 
 
Like any associative memory, LM-[9] consists of two 
phases: learning phase and recall phase, which are defined as: 
 
Learning phase  
1. Apply the Johnson-Möbius code to ݔఠ 
2. Apply the [9] transform to allݔఠ components obtained 

from the previous step. 
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3. Associate ݔఠwith each transformed in step 2 a one-hot 
output pattern. 

4. Apply the expression (1) to generate M. 
 
Recovery phase  
1. Apply the Johnson-Möbius code to ݔఓ , where ݔఓ is an 

unknown pattern  
2. Apply [9] to all components of theݔఓ  transformed 

pattern obtained from the previous step. 
3. Apply the expression (2) to get  ݕఠ. 

5. RESULTS 
The experimentation framework, to determine the 
performance of the algorithms, took into account the 
following elements: the 10 algorithms described in subsection 
4.1, 4.2 and a computer with Windows 10 operating system, 
Intel (R) Core processor (TM) i5-7300HQ CPU at 2.4 GHz 
and 8 GB RAM. 
 
5.1 Validation Methods 
 
This research is based on supervised learning, which implies, 
define a set of learning patterns and a set of test patterns, using 
the database described in section 3. Both sets of patterns must 
form a partition. A partition is a method of validation, and the 
methods that stand out in the state of art are: boostrap, 
hold-out, leave-one-out and, the most commonly used, 
k-cross-fold-validation [46]. When k-cross-fold-validation is 
applied, the most popular value of k is 10. However, because 
some of the data banks used in this investigation are 
unbalanced, it is recommended that K=5; that is, 
5-cross-fold-validation method is recommended [51]. 
 
5.2Performance Measurement 
 
It is common for patterns to be grouped into two classes in 
disease databases. The Wisconsin database groups 683 
patterns into two classes, malignant tumors and benign 
tumors. In the medical field, when someone has a disease, that 
person is said to be positive for that disease and otherwise it is 
a negative case. For the Wisconsin database, malignant 
tumors are positive class patterns, and benign tumors are 
negative class patterns.   
 
When applying a classifier to a disease database with two 
classes, the result of presenting the classifier with a test 
pattern has the following possibilities: a). The test pattern is 
positive, and the result given by the classifier is positive, it is 
TRUE POSITIVE (TP), b).The test pattern is positive, and the 
result given by the classifier is negative, it is FALSE 
NEGATIVE (FN), c). The test pattern is negative, and the 
result given by the classifier is positive. is FALSE POSITIVE 
(FP) and d). The test pattern is negative, and the result given 
by the classifier is negative, it is TRUE NEGATIVE (TN). 
 

The confusion matrix is a matrix array that results from 
applying a classifier to all test patterns. Figure 1 shows the 
confusion matrix. 

 
Fig. 1.Confusion matrix 

 
TP and TN correspond to cases where the classifier 
succeeded, and FP and FN correspond to cases where the 
classifier made mistakes. Ideally, FP and FN must be zero. 
 
Two performance measures are derived from the confusion 
matrix, which are Sensitivity and Specificity that are 
appropriate for unbalanced databases. Sensitivity is the 
number of patterns that the algorithm classified as positive 
divided by the total positive patterns contained in the 
database, as shown in (4). Specificity is the number of patterns 
that the algorithm classified as negative divided by the total 
negative patterns contained in the database, as shown in (5). 
 

ܵensitivity =
Tܲ

Tܲ +  (4) ܰܨ

 

Speciϐicity =
Tܰ

Tܰ +  (5) ܲܨ

 
The performance measure called Balanced Accuracy is 
defined based on (4) and (5), this measure is appropriate for 
unbalanced databases. Balanced Accuracy is defined in (6). 
 

Aܤ =
ܵensitivity + Speciϐicity

2  (6) 

If there are no classification errors the result is 1 (100%), that 
is, when FP and FN are zero (which is very rare). Depending 
on the next percentages will indicate whether BA is a good 
measure or not. Above 0.90 is excellent, between 0.81 and 
0.90 is good, between 0.60 and 0.80 is regular and values less 
than 0.6 are very bad result. 
 
5.3Results and Discussion 
 
This section presents the results of the experiments, using the 
5-fold-cross-validation and BA validation method as a 
performance measure for the 10 classifiers. In addition, the 
best percentages of each database have been emphasized with 
boldface. All BA results are with two decimal places. Table 3 
shows the above described. 
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Table 3. Results 

 

Algorithm 
Databases 

wsc nwt1 nwt2 hbrm spec ecoli clv 

NB 0.96 0.98 0.98 0.57 0.77 0.93 0.79 

SVM 0.97 0.77 0.75 0.50 0.50 0.93 0.87 

LR 0.96 0.96 0.96 0.54 0.62 0.92 0.67 

MLP 0.95 0.95 0.95 0.58 0.66 0.92 0.76 

J48 0.94 0.94 0.94 0.57 0.60 0.87 0.70 

RT 0.92 0.98 0.91 0.58 0.65 0.76 0.66 

RF 0.96 0.95 0.92 0.55 0.60 0.93 0.67 

IB1 0.94 0.97 0.98 0.64 0.59 0.86 0.67 

IB3 0.96 0.96 0.92 0.55 0.58 0.89 0.81 

LM-[9] 0.96 0.99 0.99 0.52 0.62 0.96 0.90 

 
It is observed that only 4 of the 10 pattern classification 
algorithms were the first place and these were: NB in the spec 
database, SVM in the wsc database, IB1 in the hbrm database 
and the LM-[9] was first in four databases: nwt1, nwt2,ecoli 
and clv. In addition, the LM-[9] was second place in wscand 
clv datasets, fourth place in spec database and penultimate 
place in hbrm database.The above results were obtained by 
BA measurement. 
 
However, if only the sick is taken into account, i.e., the 
positive cases, because in reality those are the cases that 
interest doctors, so, the Sensitivity is the appropriate 
performance measure. So that LM-[9] is third place with a 
value of 0.31, thus, it is a competitive algorithm in this issue. 
 
As noted, LM-[9], this new algorithm, despite its simplicity 
is a competitive algorithm compared to the classification 
algorithms most commonly used in the classification of 
chronic diseases. 

6. CONCLUSION AND FUTURE WORK 
This article presented the results of applying 10 pattern 
classification algorithms in chronic disease databases, KEEL 
and ICU databases. The databases of chronic diseases were 
proteins in bacteria, heart diseases ,breast cancer, heart 
diseases, hyperthyroidism and hypothyroidism. This 
experiment aimed to study the performance of these 
algorithms applied to the pre-diagnosis of some chronic 
diseases, diseases that seriously impact humans. 

 
The best 9 classifiers chosen among the state of the art were 
compared with, a new algorithm in the state of the art, the 
associative pattern classifier LM-[9]. The results obtained 
from the experiments show the superiority of SVM 
performance, of the IB1 algorithm performance and, notably, 
of the new LM-[9] performance. The results obtained 
confirm, with a high degree of certainty, the usefulness of the 
classifiers used in this work in the pre-diagnosis of chronic 
diseases. 
 
As future works, it is proposed to compare these results with 
the performances of deep learning algorithms and apply the 
10 algorithms used in this work in other disease databases of 
different nature, as well as in databases in other areas of 
human activity, where intelligent computing has shown areas 
of scientific interest [52-88]. 
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