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 
ABSTRACT 
 
Sales forecasting is intended to control the amount of 
available stock so that shortages or excess stock can be 
minimized, the fulfillment of consumer demand can be 
prepared on time, and cooperation with suppliers can be 
maintained properly. Therefore, this study aims to develop a 
new sales forecasting method that integrates the concept of 
RFM, the data-mining method, and the Best-Worst Method 
(BWM), where RFM is a strong-method in the field of 
database marketing and BWM is a new decision-making 
method. This research is a preliminary study that outlines the 
theory and phases of the proposed sales forecasting method. 
Based on the concept offered, research on the proposed sales 
forecasting method is very possible to be developed. This new 
sales forecasting method can be an alternative method for 
company management to optimize services to consumers, 
inventory efficiency, and predict the company's economic 
benefits in the future.  
 
Key words: BWM, data-mining, decision-making, RFM, sales 
forecasting.  
 
1. INTRODUCTION 
 
In today's competitive market, sales forecasting plays an 
important role in business planning because it can minimize 
risk in decision making so the company can operate 
efficiently. 
 
Sales forecasting is part of the management function. 
Companies that sell hundreds or even thousands of product 
items must be able to anticipate consumer demand. Because 
the company's failure to provide products will have a negative 
impact on the level of service to consumers. As a result, 
company profits will decrease because consumers will choose 
companies that can meet their needs. 

 
 

For this reason, company management must be able to plan 
consumer demand starting from a few months before, because 
of the lead time for the procurement of products from 
suppliers. 
 
Sales forecasting is not a simple refill but effective 
management and control to increase market penetration 
capacity, optimization of services to consumers, and 
efficiency for companies. 
 
Inaccurate sales forecasting can increase costs associated with 
inventory so that investment becomes inefficient. To answer 
this problem, this research will propose a new sales 
forecasting method as a preliminary study [1], [2] that 
integrates the RFM concept, the data-mining clustering 
method (kMeans) [3], and the Best-Worst Method, where 
RFM is a powerful-method in marketing and BWM is a new 
decision-making method [4], [5]. 
 
Based on the literature obtained from Scopus in the past 5 
years; there are 507 articles/proceeding papers/chapters 
related to sales forecasting, only 22 articles/chapters that 
discuss the use of RFM in sales forecasting, and no research is 
found that addresses the use of RFM and BWM in the area of 
sales forecasting. The combination of these two approaches is 
a new method in the field of sales forecasting which is 
expected to produce more accurate forecasting results, also 
useful as a literature review for future research. 
 
2. LITERATURE REVIEW 
 
Recency, frequency, and monetary (RFM) were a powerful 
and well-known concept in database marketing and were 
widely used to measure the value of customers based on their 
prior purchasing history [6]. The RFM concept had also been 
successfully integrated into the mining process in the past few 
years [7]–[9], giving rise to the idea that the RFM concept 
also can be applied to predict sales based on prior sales 
history. 
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In previous studies, the sales volume could be predicted by 
using a variety of methods, such as the neural network [10], 
[11], times series [11]–[13], support vector machines [14], 
[15] or machine learning [16], [17]. 
 
Meanwhile, previous studies related to modified RFM models 
such as RFM-CLV (RFM Customer Lifetime Value) which 
were proposed for customer segmentation [8], [18], RFM/P 
(RFM/Product) which estimates the value of customers per 
product and then estimates the total customer value [19], 
wRFM (weighted RFM) for customer segmentation [20], 
LRFM (Length RFM) which adopted self-organizing maps 
(SOM) techniques for segmentation of pediatric patients [21], 
and RFMT (RFM Time) is used to classify internet catering 
customer behavior [22]. 
 
These studies become the basic reference that the concept of 
RFM (modified RFM) can be adopted for sales forecasting 
that involves external factors that come from 
decision-makers. 
Therefore, this research will initiate the development of a 
novel sales forecasting method that adopts the RFM concept 
by modifying RFM criteria using BWM (one of the MCDM 
methods), then clustering transaction databases using data- 
mining method (such as k-Means) so that they can be used to 
sales forecasting. 
 
The benefits that can be obtained from this research are: 1) 
can be an alternative method for sales forecasting, which 
plays a major role in business planning, so that management 
can increase market penetration capacity, optimize service to 
consumers, streamline inventory, and predict benefits the 
company's economy in the future; 2) can contribute to the 
development of sales forecasting method by innovating new 
approaches. 
 
3. METHODOLOGY 
 
The sales forecasting method proposed in this study will 
integrate the concept of recency-frequency-monetary (RFM) 
which is popularly used in data-mining projects to analyze 
customer value/behavior, data-mining clustering method 
(kMeans), and best-worst method (BWM) which is a method 
for decision-making. 
 
The proposed method consists of five phases as illustrated in 
Figure 1. 
 

 
Figure 1: The development phases of the proposed method. 

 
Phase 1. Gathering the opinions of experts to determine the 
top three criteria (adopting the RFM concept) that most 
influence sales volume, then calculate the weight of the three 
criteria (, , ) using the best-worst method (BWM); 
 
Phase 2. Data pre-processing such as sampling, 
transformation, denoising, and normalization will be carried 
out after transaction data and product data are imported from 
the case company database; 
 
Phase 3. Data clustering uses data mining methods (such as 
the k-Means method) to determine the optimal number of 
clusters. Then scoring data for each criterion after the 
segmentation table (scaling) is obtained. The segmentation 
table which contains the top three criteria (outputs from Phase 
1) will be the basis for scoring the database for each product; 
 
Phase 4. After the final score of each product is obtained, the 
sales volume of each product for the coming month can be 
forecasted based on the multiplication of the final product 
score with last month's sales volume.  
 
The output of each phase becomes the input of the next 
phase(s). After that, sales forecasting accuracy will be tested 
by comparing sales forecasting results with real sales data. 
 
3.1 Best-Worst Method 
 
Multi-criteria decision-making (MCDM) is a very important 
branch of decision-making theory. In this research, a novel 
multi-criteria decision-making method called Best Worst 
Method (BWM) will be applied to determine the criteria 
affecting sales volume and its weights. 
 
BWM is the latest multi-criteria decision-making (MCDM) 
method was proposed by Rezaei in 2015, which can obtain the 
weights of criteria and alternatives that compares the best 
criterion to the other criteria (alternatives), and all the other 
criteria to the worst criterion concerning different criteria 
based on pairwise comparisons with the need of less 
compared data [23]. 
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The BWM is comprised of five steps that can be used to derive 
the weights of the criteria [23]. 
 
Step 1: Determine a set of decision criteria 
Suppose there are n decision criteria (c1, c2, …, cn), which is 
very important for reasonably evaluating alternatives.  
 
Step 2: Selecting the best and the worst criteria  
In this step, the decision-maker selects the best (most 
influential) criterion and the worst (least influential) criterion 
among all the criteria identified in Step 1 from their 
perspective. Here only the criteria are selected and not the 
values of the criteria. The best criterion is represented as cB, 
and the worst criterion is represented as cW. 
 
Step 3: Establish the preference rating for the best criterion 
over all the other criteria. 
A number from 1 to 9 (1: equally important, 9: extremely 
more important) is used to indicate this value. The resulting a 
“Best-to-Others” vector as follows: aB

 = (aB1, aB2, …, aBn), 
where aBj represents the rating of the best criterion B over any 
other criteria j (j=1,2, …, n), and aBB = 1. The consensus of 
various experts is taken for the finalization of preference 
ratings. 
 
Step 4: Establish the preference rating of all other criteria 
over the worst criterion. 
A number between 1 and 9 is assigned in this case as well.  
The resulting an “Others-to-Worst” vector as follows: aW = 
(a1W, a2W, …, anW)T, where ajW represents the rating of any 
criteria j over the worst criterion w, and aww = 1. Similarly, the 
final value can be arrived by consensus of all the experts 
involved in decision making. 
 
Step 5: Calculating the optimal weights of all the criteria 
(w1

*, w2
*, …, wn

*) 
The objective is to calculate the weights of criteria so that the 
maximum absolute differences for all j are minimized of the 
following set {|wB – aBjwj|, |wj – aBjwww|}, that can be 
formulated to the following min-max model: 
 

 (1) 
 

 
Equation (1) can be transferred to the following linear 
programming model: 

  
 

 
 
 

 (2) 
 
 

Multiplying the first set of the constraints of (2) for any value 
of  by wj and the second set of constraints by ww, it can be seen 
that the solution space of (2) is an intersection of 4n-5 linear 
constraints (obtained from 2(2n-3) of comparison constraint 
and 1 constraint for the number of weights) thus, provided 
that the solution is not empty enough. Solving (2), the optimal 
weights of the criteria (w1

*, w2
*,…,wn

*), and * are obtained. 
 
After finding the final result, the consistency ratio (CR) of 
pairwise comparisons should be calculated because the 
consistency ratio is an important indicator for checking the 
consistency level of pairwise comparison. The consistency 
ratio of BWM can be calculated by using (3) as follows: 

 
  
 

where CI (consistency index) is the maximum values of  for 
different values of aBW is showed in Table 1, * is the solution 
of problem (2), and CR  [0,1]. CR values close to 0 showed 
more consistency, while CR values close to 1 showed less 
consistency. From (3) can be resumed that the smaller the *, 
the smaller the CR, and the more consistent the vector is. 
 

Table 1: Consistency Index (CI) [23]  
aBW 1 2 3 4 5 6 7 8 9 
CI (max ) 0.00 0.44 1.00 1.63 2.30 3.00 3.73 4.47 5.23 
 
In this study, the Best-Worst Method will be used to determine 
the criteria and weight. 
 
3.2 Data Preprocessing 
 
After the top three criteria are generated from the BWM, the 
database fields of the case company associated with these 
three criteria will be selected, and then the data will be 
collected for preprocessing data. 
 
Preprocessing data is needed to make knowledge discovery 
easier and more accurate. Preprocessing data consists of the 
data preparation process and data normalization. In the data 
preparation process, incomplete data is deleted from the 
dataset. Furthermore, the normalization process will be 
carried out to obtain a good data structure with the 
appropriate format, so the min-max approach can be applied 
in this research because all values of criteria are within the 
range between 0 and 1. 
 
3.3 The Concept of Recency-Frequency-Monetary 
 
RFM (recency, frequency and monetary) model is a 
behavior-based model used to analyze the behavior of a 
customer and then make predictions based on the behavior in 
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the database [24], [25]. In other words, RFM is a simple 
model for quantifying customer behavior. 
 
The three behavioral attributes: Recency, Frequency, and 
Monetary are simple attributes that can be easily computed for 
any database according to the purchase history, and are easy to 
understand, also very powerful in predictive ability [25]. 
 
Recency is defined as the time length since the customer’s last 
purchase; frequency is the number of purchases during the 
same period; and monetary is the total of money spent on all 
purchases given the same period. 
 
This research will be used three criteria and their weight 
because it refers to the concept of RFM. The three criteria 
with the greatest weight (α, β, and γ) are the results of 
evaluation using BWM and will be assessed based on the table 
of scaling of criteria. 

A. Clustering 
Generally, in the RFM concept, the dataset for each criterion 
will be segmented into 5 equal parts or each part is worth 20% 
of the entire dataset. But to optimize the dataset segmentation 
in this study, the number of clusters will be determined by 
applying a clustering method (k-means method) [3]. 

B. Scaling of Criteria 
This step will define the interval for the value of each selected 
criterion. In short, the result of this process is the 
determination of the interval of values for each selected 
criterion (criteria scale table) that will be used in the criteria 
scoring process. 

C. Criteria Scoring 
Criteria scoring aims to project customer value or convert 
customer value into numbers so that it can be used in 
calculations. The projected score of each criterion for each 
product in this study will be tabulated on a scale table. 

 
Scores of each product are calculated by referring to the RFM 
score calculation as follows [8]:  
 
Product score = score * weight of criterion 1 +  

score * weight of criterion 2 +  
score * weight of criterion 3 

 
In the form of a simple formula, the product score can be 
defined as (4) where w1, w2, and w3 denote the weights of each 
criterion, and s1, s2, s3 denote the scores of each criterion 
derived from the scale table. The product score will be a 
multiplier factor in forecasting its sales volume [8]. 
 
Product score = s1 .w1 + s2 .w2 + s3 .w3 (4) 
 

3.4 Sales Forecasting 
 
Forecasting the sales volume of a product for the coming 
month can be obtained by multiplying this month's sales 
volume with this month's product score. Thus, the sales 
volume of a product this month will be the basis for 
forecasting product sales volume in the coming month by 
involving external factors. 
 
4. DISCUSSION 
 
In this research paper, several phases of the method 
illustrated in Figure 1 can be further developed for subsequent 
research, as in phase 1, other decision-making methods can 
be used, such as Fuzzy ANP. In phase 2, data pre-processing 
methods such as Principal Component Analysis can be 
applied, and in phase 3 other clustering methods such as 
Particle Swarm Optimization can be used. A comparison of 
trial results with various combinations of various 
development methods will produce the best sales forecasting 
method. 
 
Among all the explanations for this finding is that the more 
combinations of methods tested, the better the sales 
forecasting method produced. However, this paper is still a 
concept of a new sales forecasting method. Future research 
must be carried out by gathering data relevant to the process 
of analysis and testing of the proposed method. 
 
5. CONCLUSION 
 
This research has resulted in a new sales forecasting method 
that integrates decision-making method, data mining 
clustering method, and RFM concept. Literature studies and 
phases in developing the sales forecasting method have been 
explained in detail in this paper. The results of this study are 
still in the form of a concept that can be further developed and 
tested using a real company database. The smaller the error 
rate produced, the higher the accuracy of the forecasting 
method. We are optimistic that this new sales forecasting 
method can be an alternative method for company 
management to increase market penetration capacity, 
optimize services to consumers, inventory efficiency, and 
predict the company's economic benefits in the future. 
 
These findings can provide benefits for further research such 
as the analysis and evaluation related to the proposed sales 
forecast method, developing sales forecasting applications 
such as [26] to facilitate the sales forecasting process, and 
reference the latest literature reviews in the area of sales 
forecasting. 
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