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ABSTRACT 

 

Random Forest is known as among the widely used 

classification algorithms by researchers and machine learning 

enthusiast in solving classification problems. Recently, fuzzy 

discretization has been paired with Random Forest (RF) 

classifier to enhance the classification accuracy of Random 

Forest classifier when dealing with continuous variables. 

However, there are many different opinions on whether there 

is a need to perform discretization in data pre-processing for 

tree-based classifiers such as J48, Decision Tree and Random 

Forest. On top of that, it is known that different classification 

algorithms produce different classification accuracies 

depending on the type of data used. In other words, the output 

of data discretization process. Thus, to unravel this mentioned 

hypothesis, this study intends to shed some lights on the 

impact of different fuzzy discretization’s output on the 

classification accuracy of Random Forest classifier. In this 

study, three version of simulations were done with different 

fuzzy discretization output. Those fuzzy discretization’s 

outputs are 1) without fuzzy discretization 2) with fully fuzzy 

discretization and 3) with partial fuzzy discretization. Then, 

classification phase is done through Random Forest classifier 

and the classification accuracy for all the simulation versions 

were observed, recorded, and analyzed.  

 

Key words: Classification Accuracy, Data Pre-Processing, 

Fuzzy Discretization, Random Forest Classifier.  

 

1. INTRODUCTION 

Data preparation or also known as data pre-processing is a 

vital process in majority of machine learning projects and 

activities [1]. Depending on the nature of data, there are many 

methods of data pre-processing that can be applied and data 

discretization is one of those methods [2]. Data discretization 

is applied when certain machine learning algorithm can 

produce better result like classification accuracy, with discrete 

data [3]. Thus, when using these types of classification 

algorithms, it is necessary to discretize continuous data in the 

dataset used. Among the classification algorithms that were 

used along with discretization in several studies were 
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Bayesian Network (BN), RF, Decision Tree (DT). Naïve 

Bayes (NB), Support Vector Machine (SVM), K-Nearest 

Neighbour (KNN) and Fuzzy Rule-Based (FRB) [4]. 

 

However, for tree-based classification algorithm, it has 

been found that there was not much significance impact on 

classification accuracy when applying the existing 

discretization methods [5]–[10]. As there are many types of 

discretization, a taxonomy of discretization method has been 

developed to assist researchers to implement their preferred 

discretization method onto their projects [11], [12]. 

Supervised and unsupervised discretization methods are 

among the most used methods for studies that use tree-based 

classification algorithms. This has led to several arguments on 

the necessity of applying discretization method on tree-based 

classification algorithms since only little efforts of 

discretization are required and yet the output does not give 

significant impact on classification accuracy [13], [14]. 

 

For real-world problems, the presence of domain’s 

knowledge is very helpful [15]. As real-world data and 

problems can be imprecise, large and requires linguistic  

Figure 1: Overview of Proposed Work 

 

interpretation, here is where fuzzy logic stepped into this 

process [16], [17]. The application of fuzzy in solving 

decision problems has been successfully implemented by 

integrating fuzzy with non-tree-based decision algorithms 
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[18], [19]. Recent study by [20], shown that a new framework 

of pairing fuzzy discretization and random forest, a tree-based 

decision algorithm, has been proposed to enhance the 

classification accuracy of random forest classification 

algorithm. However, since the framework is new, the authors 

has not yet thoroughly specified the impact of fuzzy in the 

discretization process, towards the classification accuracy of 

RF classification algorithm.  Although the study able to 

enhance the classification accuracy of random forest 

classification algorithm, the reason and impact of fuzzy 

discretization remains unknown as the author only generally 

elaborate on the methodology and discussion of the study. 

Thus, the necessity of applying fuzzy discretization on 

random forest specifically remains unknown. 

 

Thus, in this study, the objective is to solve the mentioned 

conflicting argument for tree-based algorithm, The 

methodology of the authors have been adopted with additional 

enhancement where the outputs of fuzzy discretization phase 

were varied to three data samples known as without fuzzy 

discretization, with fully fuzzy discretization and with partial 

fuzzy discretization. The preparation of these different fuzzy 

discretization outputs is necessary to discover which 

discretization output is more suitable for RF classification 

algorithm. 

 

2. MATERIALS AND METHODS 

 

2.1 Overview 

 

Figure 1. visualized the overview of the proposed work. 

According to the flowchart, the process starts with data 

preparation. The process then continues with classification 

and ends with result analysis. The details of data preparation 

and classification phases will be discussed in the next 

sub-sections while for result analysis, it will be discussed in 

result and discussion sections  

2.2 Data Preparation 

 
Table 1: Characteristics of Dataset 

 

 

 
Figure 2: Overview of Data Preparation Phase. 

 

Figure 2  illustrates the process flow of data preparation phase. The 

first step in this work is retrieving a dataset from an online 

dataset repository known as Kaggle. As the nature of this 

study is discretization, a dataset that have at least one 

continuous attribute should be chosen. For this study, Pima 

Indians Diabetes Dataset has been chosen 

(https://www.kaggle.com/uciml/pima-indians-diabetes-datab

ase). The dataset is then analyzed and the characteristics of 

data in the dataset are shown in Table 1. 

 

To analyze the impact of fuzzy discretization, three versions 

of data samples for simulation will be created at the end of this 

phase. The characteristics of each data samples are: 

 

 1) without fuzzy in discretization  

2) apply fuzzy in discretization to all attributes  

3) partially apply fuzzy in discretization towards selected   

(continuous) attributes.  

 

Thus, only data sample 2 and 3 needs preparation as data 

sample 1 require no further action. 

 

2.2.1. Data Samples Preparation Through Fuzzy 

Discretization 

 

 The methods in this subsection consist of several component 

of fuzzy discretization namely Interval Discretization, 

Mapping of Fuzzy Linguistic Terms and Fuzzy Interval 

Values and Data Transformation. These methods are executed 

chronologically as mentioned above. 

 

2.2.1.1.   Interval Discretization 

 

For data samples 2 and 3, the original datasets are first loaded 

into Weka Explorer  

(https://waikato.github.io/weka-wiki/downloading_weka/) 

and the discretization process is done through Equal-Width 

Binning technique. Through equal-width binning, attributes 

will be discretized into several equal-sized discrete intervals. 

To perform equal-width binning discretization, the steps, and 

equations below are adopted: 

 

No. 

of 

Attri

butes 

No. of 

Catego

rical 

Attrib

utes 

No. of 

Numer

ical 

Attrib

utes 

No. of 

Continu

ous 

Attribut

es 

No. of 

Discret

e 

Attrib

utes 

Target 

Attrib

ute 

9 1 8 2 7 Class 

https://www.kaggle.com/uciml/pima-indians-diabetes-database
https://www.kaggle.com/uciml/pima-indians-diabetes-database
https://waikato.github.io/weka-wiki/downloading_weka/
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Table 2: Discretization for Data Sample 2 for All Attributes 

 

a. Determine number of intervals, k 

b. Finding max values of an attribute using the equation: 

 

 Vmax = max {V1,V2,V3…Vn}         (1) 

 

c. Finding min values of an attribute using the equation: 

 

 Vmin = min {V1,V2,V3…Vn}         (2) 

d. Finding width of interval using the equation: 

 

W =  (Vmax - Vmin) / k            (3) 

 

where Vmax and Vmin are maximum and minimum values of 

attributes, respectively. K is the number of intervals usually 

specified by domain’s expert. For the purpose of simulation in 

this study, K is 5. 

 

Table 2 shows the outputs of equal-width binning 

discretization for data sample 2. The results of interval 

discretization for data sample 3 is the same as data sample 2 

but only PEDI and MASS attribute were discretized as these 

attributes are continuous attributes. 

 

2.2.1.2.   Mapping of Fuzzy Linguistic Term and Fuzzy 

Interval Values 

 

Then the fuzzy discretization process continues with fuzzy 

linguistic terms and fuzzy discrete intervals values. The 

purpose of fuzzy linguistic terms is to label the equal-sized 

bins and the purpose of implementing fuzzy discrete interval 

values are to transform the original values from the dataset 

into the corresponding discrete fuzzy interval values. Table 3. 

shows the fuzzy discretization process through fuzzy 

linguistic terms and fuzzy discrete intervals values where the 

discretized attributes are labelled with the corresponding 

linguistic terms and interval values. 

 
Table 3: Mapping of Fuzzy Linguistic Term and Fuzzy Interval 

Values 

Attributes 

Names 

Values Count Fuzzy 

Interval 

Pregnancies 0 – 3.4 424 1 

3.4 – 6.8 175 2 

6.8 – 10.2 135 3 

10.2 – 13.6 30 4 

13.6 - 17 4 5 

Glucose 
0 -39.8 

Very 

Low 
1 

39.8 – 79.6 Low 2 

79.6 – 119.4 Moderate 3 

119.4 – 159.2 High 4 

159.2 - 199 
Very 

High 
5 

Blood 

Pressure 
0 – 24.4 

Very 

Low 
1 

24.4 – 48.8 Low 2 

48.8 – 73.2 Moderate 3 

73.2 – 97.6 High 4 

97.6 - 122 
Very 

High 
5 

Skin 

Thickness 
0 - 19.8 

Very 

Low 
1 

19.8 – 39.6 Low 2 

39.6 – 59.4 Moderate 3 

59.4 – 79.2 High 4 

79.2 - 99 
Very 

High 
5 

Insulin 
0 – 169.2  

Very 

Low 
1 

169.2 – 338.4 Low 2 

338.4 – 507.6 Moderate 3 

507.6 – 676.8 High 4 

Attributes Names Values Count 

Pregnancies 

0 – 3.4 424 

3.4 – 6.8 175 

6.8 – 10.2 135 

10.2 – 13.6 30 

13.6 - 17 4 

Glucose 

0 -39.8 5 

39.8 – 79.6 36 

79.6 – 119.4 367 

119.4 – 159.2 258 

159.2 - 199 102 

Blood Pressure 

0 – 24.4 36 

24.4 – 48.8 15 

48.8 – 73.2 368 

73.2 – 97.6 330 

97.6 - 122 19 

Skin Thickness 

0 - 19.8 338 

19.8 – 39.6 340 

39.6 – 59.4 87 

59.4 – 79.2 2 

79.2 - 99 1 

Insulin 

0 – 169.2 642 

169.2 – 338.4 100 

338.4 – 507.6 17 

507.6 – 676.8 6 

676.8 – 84.6 3 

Age 

21 – 33 474 

33 – 45 176 

45 – 57 76 

57 – 69 39 

69 - 81 3 

Diabetes Pedigree 

Function (PEDI) 

0.078 – 0.5464 524 

0.5464 – 1.0148 194 

1.0148 – 1.4832 40 

1.4832 – 1.9516 6 

1.9516 - 2.42 4 

Body Mass Index 

(MASS) 

0 – 13.42 11 

13.42 – 26.84 171 

26.84 – 40.26 492 

40.26 – 53.68 90 

54.68 – 67.1 4 
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676.8 – 84.6 
Very 

High 
5 

Age 
21 – 33 

Very 

Low 
1 

33 – 45 Low 2 

45 – 57 Moderate 3 

57 – 69 High 4 

69 - 81 
Very 

High 
5 

Diabetes 

Pedigree 

Function 

(PEDI) 

0.078 – 0.5464 
Very 

Low 
1 

0.5464 – 

1.0148 
Low 2 

1.0148 – 

1.4832 
Moderate 3 

1.4832 – 

1.9516 
High 4 

1.9516 - 2.42 
Very 

High 
5 

Body Mass 

Index 

(MASS) 

0 – 13.42 
Very 

Low 
1 

13.42 – 26.84 Low 2 

26.84 – 40.26 Moderate 3 

40.26 – 53.68 High 4 

54.68 – 67.1 
Very 

High 
5 

 

2.2.1.3.  Data Transformation 

 

Then, the final steps in fuzzy discretization is data 

transformation where the original data will be replaced with 

the corresponding discretized data based on the table. In this 

step, the original datasets are loaded into Jupyter-Notebook. 

Phytons programming language and data analysis libraries 

such as Pandas and Numpy are used in this step 

 

Figure 3. and Figure 4. show snapshots of the codes used to 

run the data transformation process for data samples 2 and 3 

respectively. Pandas and Numpy libraries are first called to be 

used in the current Phyton environment in Jupyter-Notebook. 

Then, the dataset is pulled from the dataset repository and all 

the attributes are labelled with specific names. After that, the 

pulled dataset is converted into a python data frame. Based on 

the Table 3, for data sample 2, all original attributes’ values 

are transformed with the discrete fuzzy interval values. 

Meanwhile, for data sample 3, all selected original attributes’ 

values are also transformed with the corresponding discrete 

fuzzy interval values. As Weka classifier runs only with 

categorical output, thus, the numerical values for the “class” 

attributes are replaced with categorical values where 1 = yes 

and 0 = no. Lastly, the data frame is saved into a csv file 

format and ready to be used for classification phase.  

 

The output of this data preparation phase are 3 data samples 

with different data preparation output values to test the 

classification accuracy of random forest classifier in the 

classification phase. Figure 5. shows the header of the original 

dataset. Meanwhile, Figure 6. and Figure 7. show the header 

of data samples 2 and 3 respectively. 

 

 
Figure 3: Data Transformation 

 

 
Figure 4: Data Transformation (cont.) 

 

 
Figure 5: Original Dataset 
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Figure 6: Transformed Dataset for Data Sample 2 

 

 
Figure 7: Transformed Dataset for Data Sample 3 

 

2.3 Classification 

Figure 8: Overview of Classification Phase 
 

Figure 8. shows the process flow of the classification phase. In 

this phase, all three samples created in the previous phase will 

be used as an input. The samples will be loaded into Weka 

Explorer for classification. The datasets are divided into 60% 

training and 40% testing and classification process is done 

using Random Forest classifier. The results’ summary for all 

three simulations is observed and analyzed. 

2.4 Result Analysis (Methods Used) 

 

Two methods were used in measuring the performance of the 

proposed work namely “Confusion Matrix” and 

“Classification Accuracy”. 

 

2.4.1. Confusion Matrix 

 

Table 4: Confusion Matrix’s Components 

 YES NO 

YES True Positive False Positive 

NO False Negative True Negative 

 

Table 4. shows the components of a confusion matrix. It 

contains four major components known as True Positive (TP), 

False Positive (FP), False Negative (FN) and True Negative 

(TN), TP is the number of instances that are correctly 

classified into the positive decision class, FP is the number of 

instances that are correctly classified into the negative 

decision class, FN is number of instances that are incorrectly 

classified into the positive decision class and TN is number of 

instances that are correctly classified into the negative 

decision class 

 

2.4.2. Classification Accuracy 

 

The classification accuracy was computed using all the 

components in the confusion matrix (TP, TN, FP and FN). It 

consists of correctly and incorrectly classified instances are 

computed through the following formula (4) and (5): 

 

CA = (TP + TN) / (TP + TN + FP + FN)      (4) 

CI  =100% - CA                (5) 

 

where correctly classified instances are denoted as 

Classification Accuracy (CA) and incorrectly classified 

instances is denoted as Classification Inaccuracy (CI). 

 

3.  RESULTS AND DISCUSSIONS 

 
Table 5: Summary of All Data Samples ‘s  

Confusion Matrix 

 Without Fuzzy Fully Fuzzy Partial Fuzzy 

TP 57 55 62 

TN 150 156 154 

FP 48 50 43 

FN 52 46 48 
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Table 6: Summary of All Data Samples ‘s  

Classification Accuracy 

 Without 

Fuzzy 
Fully Fuzzy Partial Fuzzy 

Correctly 

Classified 

Instances 
67.43% 68.73% 70.36% 

Incorrectly 

Classified 

Instances 

32.57% 31.27% 29.64% 

Number of 

Decision 

Trees 

221 359 269 

 

This section shows the result of all three simulations. Table 5. 

shows the compilation of confusion matrixes of all data 

samples. Based on the table, it is observed that data sample 

without fuzzy discretization obtained the lowest correctly 

classified instances (combination of TP and TN) and the 

highest incorrectly classified instances (combination of FP 

and FN). Meanwhile for data sample with fully and partial 

fuzzy discretization, it observed that both data samples 

outperformed the first data sample in term of correctly and 

incorrectly classified instances. This indicates that the 

presence of fuzzy discretization able to helps the random 

forest classifier improve its classification ability. 

 

Table 6. shows the summary of classification accuracy of the 

random forest classifier which consist of correctly and 

incorrectly classified instances and number of decision trees. 

The number of decision tress denoted the complexity of the 

model built. Although data sample without fuzzy 

discretization have the lowest complexity with 221 number of 

decision trees, it still obtained the least CA compared to data 

samples with the presence of fuzzy discretization due the 

presence of continuous attributes values in the data samples. 

The continuous attribute values make all the decision trees 

aggregated by the random forest to be having issue in 

classifying the attribute values during the splitting of the 

decision trees. This has led to inaccurate decision tree splitting 

for all the decision trees and thus producing lower percentage 

of CA and higher percentage of CI. 

 

Next, it is observed that data sample with fully fuzzy 

discretization obtained the highest number of tress compared 

to other data samples. Although it has the highest complexity 

but having the large number of trees is good for random forest 

during aggregation process. More trees mean more variations 

of outputs that can be learn by the forest to have better 

classification results. However, it is also observed that this 

data sample obtained lower CI compared to data sample with 

partial fuzzy discretization. As all attributes are replaced into 

discrete fuzzy interval values, the data sample is 

“over-discretized” which means that some of the attribute 

values may be discretized into the wrong discrete interval 

which may affect the “class” output of the dataset. This will 

subsequently, affect the splitting process of decision tree 

computation and will lead to higher number of inaccurate 

class prediction. Thus, having large number of inaccurate 

trees will affect the classification accuracy of random forest 

classifier when the model is tested with the 40% of the 

original dataset. 

 

Finally, it is found that data sample with partial fuzzy 

discretization yielded the highest CA and lowest CI with 

moderate number of trees compared to the other data samples. 

For this data sample, only continuous attributes values are 

discretized through fuzzy discretization thus making the final 

output of the data sample to be consisted of partially original 

discrete values and partially discrete fuzzy intervals. Thus, 

with the absence of continuous values and no 

“over-discretized” the other attributes allow this data samples 

to thrive further than the other data samples 

4. CONCLUSION 

 

In a nutshell, the simulation results showed three hypotheses 

can be concluded. First, the presence of fuzzy discretization 

does enhance the classification accuracy of random forest 

classification algorithms. Next, utilizing fuzzy discrete 

intervals on all attribute’s values can lead to degradation of 

classification accuracy for random forest classification 

algorithm as “over-discretization” can occur. Lastly, applying 

fuzzy discretization on only continuous attributes and leave 

the other attributes with its’ original discrete values can lead 

to a better classification accuracy of random forest compared 

to transforming all attributes into discrete fuzzy interval 

values. Thus, it is recommended to only apply fuzzy and 

discretize identified and selected continuous attributes values 

to reach better classification performance as showed in the 

result and discussion section previously. 
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