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 
ABSTRACT 
 
Conjugate Gradient (CG) method is well-known for its 
successes in solving unconstrained optimization problem 
(UOP). This paper is aimed to further investigate the existing 
three-term CG methods using Strong Wolfe line search. The 
three-term method is the extension of established classical CG 
method of Hestenes and Stiefel (HS) in 1952 and by Rivaie, 
Mustafa, Ismail and Leong (RMIL) in 2012. The standard 
UOP comprising Extended Rosenbrock, Extended 
Himmeblau, Extended White & Holst, Extended Extended 
Denschnb, and Diagonal 4 functions is considered in this 
paper. All of UOP with dimension of 2, 100, 500, and 1000. 
The result is then analyzed through the number of iteration 
and CPU time. Experimental results provide evidence that the 
three-term HS is better than three-term RMIL. 
 
Key words: Conjugate gradient method, unconstrained 
optimization, inexact line search, three-term. 
 
1. INTRODUCTION 
 
The unconstrained optimization problems (UOP) emerge in 
numerous practical applications. The following is the general 
UOP: 
 
min݂(ݔ),ݔ ∈ ܴ௡                                                                (1) 
 
where ݂ ∶ 	ܴ௡ → ܴ  is continuously differentiable. The 
iterative equation for CG method to generate solution {x_k } 
is as follows: 
 
௞ାଵݔ = ௞ݔ + 	ܽ௞݀௞ 							݇ = 0,1,2, …              (2) 
 
where ݔ௞ is the current iterate,   0k is the step-size and ݀௞ 
is CG search direction computed as below:  
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where ݃௞  denotes the gradient of  ݂(ݔ)  .The ߚ௞  is a CG 
parameter. Reference [1] posited that the CG search direction 
can also take the form as follows: 
 



   
    

k k
k

k k k 1

g g , if k 0,
d

g d if k 1,
 (4) 

 
Equation (4) obtained is by entrenching a parameter    0,1  
on the initial direction of (3). 
 
There are variations of CG method comprising classical, 
hybrid, scaled and the three-term CG methods. The following 
are classical CG parameters used in this paper based on [2], 
[3] and [4], respectively:  
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The variation exists to serve as a motivation to achieve the 
most ideal CG method by imposing strong global 
convergence and some other properties [4]. In this 
conjunction, some scholars are particularly interested in the 
three-term CG methods.  Therefore, this study is conducted to 
decide the best CG methods based on [5], [6], [7] and then 
validate the efficiency by using performance profile method 
of [8]. 
 
Below is the list of CG method in this paper: 
 
a) Three-term CG based on [5] known as TTHS:  
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b) Three-term CG based on [6] named Method 1: 
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where (0,1),  k  of (6), and 1
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c) Three-term CG based on [7] known as TTRMIL: 
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The type of line search used in this paper is inexact line search 
which is Strong Wolfe line search given as: 
 
     1

T
k k k k k k kf x d f x c g d           (11) 

  

   2
T T

k k k k k kg x d d c g d            (12) 
      
Where, 1 20 1c c   . The parameters of 1c and 2c are varied 
based on cases displayed in Table 1. 
 

Table 1: Parameters of Strong Wolfe 
Case Value of Strong Wolfe parameters 

1 1 20.0004, 0.001c c   
2 1 20.0004, 0.002c c   
3 1 20.0004, 0.003c c   
4 1 20.0004, 0.004c c   

 
2. ALGORITHM 
 
The general CG algorithm given is as follows: 
 

Step 1: Initialization.  
             Given 0x , set 0k   .  
Step 2: Compute CG coefficient. 
     Compute 0  based on (5), (6) or (7). 
Step 3: Computing search direction.  

Compute  kd based on (8),(9) or (10).  
If 0kg  , then stop. 

Step 4: Computing step size, k using (11) – (12) 
Step 5: Updating new point. 
   1k k k kx x d      
Step 6: Convergent test and stopping criteria. 

If  1 ( )k kf x f x    and  kg    then stop. 

Otherwise go to step 1 with  1k k  . 
 
 
3. RESULTS 
 
Further summarization of the numerical results which focuses 
on the average number of iteration (NOI) and CPU time is 
provided in Table 2. 
 

Table 2: Average CPU time per iteration 
Method 

 
Test 

Function 

Method 1 TTRMIL 
 

TTHS 
 

Extended 
Rosenbrock 0.31373 0.31362 0.38496 

Extended 
Himmelblau 0.08812 0.08323 0.08680 

Extended 
White & 

Holst 
0.44379 0.36009 0.44547 

Extended 
Denschnb 0.15398 0.32890 0.33054 

Diagonal 4 0.16471 0.28804 0.29887 
TOTAL 1.16433 1.37388 1.54637 

 
Based on Table 2, Method 1 has the best efficiency among 
others. The efficiency performance of all methods is then 
extended using the most preferred method of performance 
profile graph provided by [8]. 
 

 
Figure 1: Performance profile based on NOI for all cases 
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Figure 2: Performance profile based on CPU times for all 

cases 
 
For all the figures above, it is clearly shown that the top curve 
is monopolized by TTHS which means that the TTHS 
converge faster compared to Method 1 and TTRMIL. From 
the right side of the graph, it shows that all methods are 
capable to solve all the selected problems. As a conclusion, it 
can be deduced that the TTHS has better performance in terms 
of NOI and CPU time compared to other methods. Method 1 
is the worst method in terms of NOI, but in terms of CPU 
time, it lies between the TTHS and TTRMIL methods. 
Meanwhile, if compared with the three-term RMIL, Method 1 
performed better than TTRMIL based on computation time.  
 
 
FUTURE RESEARCH 
 
The issue of finding global minimum to solve UOP is 
beneficial and significant in various fields and applications. 
For instance, the presented study is applicable to machine 
learning techniques which includes regression, Bayesian 
learner, decision tree and neural network [9]. The training 
algorithm for neural network comprising the method of Back 
propagation, CG, Resilient propagation, quick propagation, 
and Levenberg-Marquardt [10]. Therefore, the presented 
study could be extended into the implementation of neural 
network training algorithm. 
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