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ABSTRACT 

 

At present several vectorization approaches are used to 

transform text documents into a numerical format. A huge 

number of features converted from text data from a single 

document take time to process vectorized data with large 

dimensions. To reduce the number of dimensions, this work 

uses an improved Naïve Bayes algorithm to vectorize 

documents according to a distribution of probabilities 

reflecting the probable categories to which the document that 

belongs. The improved Naïve Bayes vectorization used 

Laplace smoothing to ensure that posterior probabilities are 

never zero and logarithmic function to solve the result of the 

probability calculation that is too small that cannot be 

represented. The text classification algorithms based on the 

vector space model, such as the Support Vector Machine 

(SVM), use this probability distribution as the vectors to 

represent the document that is used to classify the documents. 

To validate the improvement of the Naïve Bayes vectorization 

technique, the results are compared to TF-IDF vectorization. 

The results showed that the transformation of data by 

improved Naïve Bayes vectorization technique reduces 

dimensionality and has contributed to better performance of 

the SVM classification approach. 

 

Key words: Document classification, Naïve Bayes 

Vectorization, Support Vector Machine, Vectorization 

 

1. INTRODUCTION 

 

Classification of documents can be characterized as the task 

of categorizing collections of electronic documents 

automatically into their annotated classes, based on their 

content[1]. For text documents to be used in text 

classification, it needs to be processed and transformed from 

the text version to a document vector, making it much easier 

to manage and reduce the dimensionality of features [2]. 

Features in machine learning are numerical attributes from 

which anyone can perform some mathematical operation. But 

there are various situations when the dataset does not contain 

 
 

numerical attributes. These types of text data cannot directly 

be fed in the machine for extracting features, as most of the 

algorithms expect the feature vectors of the text as input [3]. 

The words of text documents are usually explicitly vectorized, 

turning the text documents into a numerical format. The 

significant number of features transformed from the text data 

of a document makes the classifiers take time to process large 

vectorized data. Support vector machines (SVM) can be used 

as a discriminative classifier of documents and have proved to 

be more accurate than most other classification techniques 

[4][5]. To improve the generalization of the overall system, 

this study introduces an improved Naïve Bayes vectorization 

technique with a smoothing technique to overcome zero 

probability of unseen data and application of the logarithmic 

function to avoid underflow error. To reduce the number of 

features, this study introduces an improved vectorization 

technique using Naive Bayes as the vectorizer for the text 

documents by using the probability distribution, where the 

dimension of the features is based on the number of available 

categories in the classification task. The technique takes 

advantage of the simplicity of Naïve Bayes and the accuracy 

of SVM. 

 

 

2. LITERATURE REVIEW 

 

2.1 Dimensionality Reduction 

 

Reduction of dimensionality is usually used to reduce a large 

collection of data to its most discriminative components to 

provide specific information and to define it with fewer 

features[6][7]that will automatically increase the performance 

of the classifier by decreasing the execution time and space 

complexity [8]. It is carried out before classification so that 

the classifiers can be constructed in a simple way to measure. 

By doing so, however, it must also be reliable and must not 

lead to information loss. An effective classification must also 

be carried out using suitable methods for the reduction of 

measurements [9].  The reduction of dimensionality increases 

the efficiency of the F-score analysis classification problem. 

F-score, on the other hand, is an easy and efficient technique 

for selecting meaningful information from the high 
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dimensional data[10]. The F1-score results obtained from 

previous test scenarios showed that classification using the 

dimension reduction process performed better in selecting 

features in [11]. 

 

2.2 Naïve Bayes Vectorization 

 

Machine learning algorithms most commonly take numeric 

feature vectors as input for automatic learning, extraction and 

analysis[12]. Thus, when working with text documents, a way 

to convert each document into a numeric vector is needed. 

This process is known as text vectorization. This technique 

aims to build a new set of features after applying a few 

transformations into the corpus. It enables the machines to 

understand the textual contents by converting them into 

meaningful numerical representations [13]. Usually, the 

extracted features do not carry the same information as before 

because of the transformations. However, it is possible to 

achieve a more condensed data providing a great dimension 

reduction[14].Vector space representation of text is used in 

various text classification problems. The key idea is that the 

context of words in a particular document is captured and has 

a better representation, hence it can help build a better 

classifier [15]. 

 

Naive Bayes vectorization for text documents used the 

probability distribution, where the dimension of the features is 

based on the number of available categories in the 

classification task [16]. It uses the raw text document for 

training purposes, and the classifier uses the vectorized 

training data supplied by the vectorizer [17]. Naive Bayes 

vectorization focuses on the Bayes formula with presumed 

independence among predictors, using a set of training data to 

calculate the posterior probability, which is calculating the 

likelihood and estimates the probability terms needed for 

classification[18][19]. In the context of document 

classification, the Naive Bayes vectorization uses the 

probability of a particular document being annotated to a 

particular category, given that the document contains certain 

words in it, is equal to the probability of finding those 

particular words in that category, times the probability that 

any document is annotated to that category, divided by the 

probability of finding those words in any document[20][21], 

as shown in equation (1): 

 

 

(1) 

 

Each document contains words which are given probability 

values based on the number of its occurrence in the document. 

Many researchers proved the effectiveness of using Bayes 

theorem in various domains, such as in health [22][23], 

agriculture [24][25], and image processing [26][27]. Meneses 

et al. [28] have presented two simple approaches to 

approximate Bayes formula while making accurate decisions. 

The performance was assessed where a decision is made on 

which of two occurrences is most likely to occur and where a 

choice is made between an option that offers acceptable 

usefulness for something that is certain or for a risk that 

results in either a worse or better value. Bayes theorem was 

also studied in classifying thousands of Navigational 

Talexmessages gathered in navigational area VI for an 

effective and safe intelligent navigation system. Based on the 

result, the accuracy rate of the optimal classifier reaches 97 

percent[29]. One closely related research paper to this study 

was of [30][31], that have used a Naive Bayes vectorization 

technique to preprocess the text documents and decrease the 

dimensionality. The results also improved the accuracy of the 

classification.  

 

 

2.3 Smoothing Method 

 

Smoothing is a method which adjusts the maximum 

likelihood estimate to correct a non-zero probability to unseen 

words and increases the accuracy of the model due to data 

sparseness [32]. The general form of the smoothed model is of 

based on equation (2): 

 

   (2) 

 

Where Ps (w | d) is the smoothed probability word seen in the 

document and P(w|C) is the group language model and αd is 

the coefficient controlling the probability assigned to unseen 

words so that probabilities sum to one. In general, smoothing 

methods differ in the choice of Ps (w | C).  It can be as simple 

as adding extra count or more complex where words of the 

different count are treated differently. Not only do smoothing 

methods generally prevent zero probabilities, but they also 

attempt to improve the accuracy of the model as a whole 

[33][34]. 

 

Chen and Goodman [33] previously examined smoothing 

methods for language modeling, involving additive 

smoothing (Laplace/Lidstone), Good-Turing, Jelinek-Mercer, 

Katz smoothing, Witten-Bell, Absolute Discounting, and 

KneserNey. For comparison evaluation, they used the 

measure cross-entropy for evaluating language models. The 

best smoothing method according to this study is their 

modification of Kneser-Ney smoothing.Researches on 

smoothing methods were further studied in text classification 

with Naive Bayes. For spam email classification, 

Hafilizara[35] compared Laplace, JelinekMercer, Dirichlet, 

Absolute Discounting, and Two-Stage smoothing. The results 

revealed that the Dirichlet smoothing method provided the 

best performance. For question topic classification, Yuan et 

al. [36] studied four smoothing methods for Naive Bayes: 

Jelinek-Mercer, Dirichlet, Absolute Discounting, and 

Two-Stage (TS). Their result showed that Absolute 

Discounting and TS are the two best-performing methods.  

 

Smoothing methods have also been studied in conducting 

real-time stream data which investigated a scheme adopting 
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Laplace smoothing technique with Binarized Naïve Bayes 

Classifier (NBC) for enhancing the accuracy, and employing 

SparkR for speed up.[37].  

 

 

2.3 Support Vector Machine (SVM)  

 

SVM is a non-probabilistic linear binary classifier, supervised 

models of learning described by a separating hyperplane. It 

uses a separating hyperplane or a decision plane to demarcate 

decision boundaries among a set of data points classified with 

different labels. It is a strictly supervised classification 

algorithm. In other words, the algorithm develops an optimal 

hyperplane utilizing input data or training data, and this 

decision plane in turn categories new examples [6]. In other 

words, provided the labeled training data, the algorithm 

produces an optimal hyperplane which classifies new 

examples. The operation of the SVM algorithm is based on 

finding the hyperplane which gives the training examples the 

largest minimum distance. Within the SVM theory, this 

distance is called a margin  [38], [39]. A hyperplane is 

constructed in this feature space that maximizes the separation 

margin between the hyperplane and the points located closest 

to it as a supporting vector [39]. The best hyperplane is the 

one which is the biggest margin. If such a hyperplane exists, it 

is known as the ―maximum margin hyperplane, and the 

linear classifier it defines is known as a maximum margin 

classifier or the perceptron of optimal stability [40]. 

 

 

3.  METHODOLOGY 

 

In this study, an improved Naive Bayes vectorization model is 

developed to reduce the dimensionality of data and to produce 

a higher classification accuracy. The proposed improved 

Naïve Bayes vectorization as discuss in our previous study 

[41] was done by applying Laplace smoothing and utilizing 

Logarithmic function. The steps to implement and validate the 

performance of the improved vectorization include data and 

preprocessing, vectorization, and evaluation is shown in 

Figure 1. 

 

 
Figure 1: Improved Naïve Bayes Vectorization Model  

 

3.1 Data Source 

 

The proposed improved Naïve Bayes vectorization has been 

tested and evaluated using three datasets. 

 

The WebKB dataset which had been utilized in the study of 

was acquired from Ana Cardoso-Cachopo’s[42] website 

consists of four categories -  Faculty, Student, Course, and 

Project with a total of 4199 documents. The training set is 

constructed by 2803 documents, while the testing set consists 

of 1396 documents. 

 

The song lyrics are gathered from different websites such as 

Lyrics (www.lyrics.com), Genius (www.genius.com), and 

Musixmatch (www.musixmatch.com) with a total of 325 song 

lyrics. The determination of category based on five categories 

– Love songs, Christmas songs, Friendship songs, Worship 

songs, and Nationalism songs are manually annotated to 

determine the labels to be used for supervised learning. 

 

News headlines from the year 2012 to 2018 obtained from 

HuffPost which was originally collected by Misra[43]. Using 

the data tool of a spreadsheet application, each news headline 

was manually labeled according to the following five 

categories namely – Urban, Science, Arts, Politics, and Travel 

news with a total of 2640 documents. 

 

The study uses the same training dataset for both the Naive 

Bayes vectorizer and the SVM classifier. The Naive Bayes 

vectorizer uses the labeled text document as training data, and 

the classifier uses the vectorized training data supplied by the 

Naive Bayes vectorizer. 

 

3.2 Preprocessing Methods 

 

In this stage, terms standardization is done to eliminate 

accentuation, punctuation, special characters, and numbers. 

All letters are converted into lowercase letters, every character 

except alphabets and multiple spaces are replaced by single 

space. Noisy data such as text file header, footer, HTML, 

XML, and markup data are removed.  

 

 

3.3 Building the Improved Naïve Bayes Vectorization 

 

The initial step of analyzing the text document is by grouping 

each document in the training set by its category. A simple 

word extraction algorithm is used to extract each word from 

the document (X) to generate a list of words containing the 

number of occurrences of each word in the category (C). The 

same method is used to generate the sum of all words in every 

category in the training data set.  

 

The prior probability of every category can then be computed 

using equation (3):   

  

(3) 
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To calculate the likelihood of a particular category for a 

particular word, the equation (4) below is used. 

 

(4) 

 

When you have a model with many features, the entire 

probability will become zero because one of the feature’s 

value was zero. Laplace smoothing is applied to avoid zero 

probability situation and to ensure that each word has a 

probability of occurrence, based on at least a single count, 

even if it does not appear in the training data. The count is 

increased to a small value (usually 1) [32][44] using the 

equation (5): 

 

(5)  

Based on the derived Bayes’ formula for text classification, 

Pr(Category) is prior probability,Pr(Word|Category) is the 

likelihood, and Pr(Word) is the evidence, the posterior 

probability Pr(Category | Word) of each word (W) in the input 

document annotated to each category can be measured. The 

overall probability for a document to be annotated to a 

particular category is calculated using the equation (6): 

 

 (6) 

Since the numerical values of probabilities of words are 

relatively small, multiplying all these probabilities to find the 

product will produce a smaller numerical value that frequently 

results in underflow which means that for that given test 

sentence, the trained model will fail to predict the category. 

To avoid this underflow error, a mathematical log is applied 

using the equation (7): 

 

(7) 

 

The logarithmic function is applied since log increases or 

decreases monotonically which means that it will not affect the 

order of probabilities. Smaller probabilities will still stay 

smaller after the log has been applied to them and vice versa. 

For example, if the test word “very” has a smaller probability 

than the test word “happy”, so after passing these through log 

would although increase their magnitude but “very” would still 

have a smaller probability than “happy”. Therefore, without 

affecting the predictions of the trained model, it can effectively 

avoid the common pitfall of underflow error [45]. 

 

The right category is characterized by the category that has the 

highest posterior probability value, Pr(C|X), as stated in the 

Bayes Classification Rule [19]. 

 

 

 

 

3.4 Evaluating the Model 

 

After creating the improved model, the model was trained 

using a set of well-categorized vectorized training data 

supplied by the Naive Bayes vectorizer. 

LIBSVM[46]machine learning toolkit was used to train the 

classification models. The model was trained using a set of 

well-categorized vectorized training data supplied by the 

Naïve Bayes vectorizer. The vectorized training data was split 

into a 70% training set and a 30% testing set or classification 

by performing the SVM. To evaluate the robustness of the 

estimates from the SVM models, 10-fold cross-validation was 

performed in the training data set. The rest of the 

classification tasks is performed using the linear kernel 

function with the implementation of parameter C that is set to 

1.  

 

The enhanced Bayesian vectorization was evaluated using 

precision, recall, F1-score, and accuracy as the performance 

measures and the confusion matrix to calculate the 

classification accuracy. By comparing the results by SVM, the 

following quantities are calculated: true positive (TP) is the 

number of correctly classified as positive, false negative (FN) 

is the number of positive that is incorrectly classified as 

negative, true negative (TN) stands for the number of 

correctly classified as negative, and false positive (FP) refers 

to the number of negative incorrectly classified as positive. 

 

4. SIMULATION RESULTS AND DISCUSSIONS 

 

3.4 Evaluating the Model 

 

Table 2, Table 3, and Table 4 show the vectorized datasets. 

The SVM classifier uses the vectorized training data supplied 

by the Naïve Bayes vectorizer using the probability of 

distribution, thus the dimension of the features is based on the 

number of available categories in the classification task. The 

values in the document vector represent the document’s 

distributed weight across dimensions. In a simplified sense, 

each dimension represents a meaning and the document’s 

numerical weight on that dimension captures the closeness of 

its association with and to that meaning. The highlighted 

value in a document represents the highest probability which 

implies the dimension or category it belongs. 

 

Table 2: WebKB Vectorized Dataset 

 

 

 

 

 

 

 

 

 

 

 

 



Hajah T. Sueno et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(3), May – June 2020, 3937  – 3944 

3941 

 

 

 

Table 3:  Song Lyrics Vectorized Dataset 

 

 

 

 

 

 

 

 

 

 

 

Table 4:  News Headlines Vectorized Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

3.4 Classification Results 

 

Table 5, Table 6, and Table 7 show correctly classified number 

of observations. In Table 5, the SVM classifier correctly 

classified 318 Students, 86 Projects, 202 Faculty, and 176 

Courses. In Table 6, the SVM classifier correctly classified 

17 love songs, 11 friendship songs, 24 nationalism songs, 24 

Christmas songs, and 21 worship songs. In Table 7, the SVM 

classifier correctly classified 180 urban news, 173 science 

news, 118 art news, 114 politics news, and 181 travel news. 

 

 
Table 5: Confusion Matrix for WebKB Dataset 

 
 

 

Table 6: Confusion Matrix of Song Lyrics Dataset 

 
 
 

 

 

Table 7: Confusion Matrix of News Headlines Dataset 

 
 

The Naïve Bayes vectorization technique had been utilized to 

transform textual data into a numerical format. On the other 

hand, the TFIDF (Term Frequency Inverse Document 

Frequency) technique has been reported as one of the most 

widely used pre-processing techniques by many text mining 

research groups for the same purpose. To validate the 

improvement of using Naïve Bayes as a vectorization 

technique, the study compared the classification performance 

over the TF-IDF vectorization for the SVM classifier. As 

shown in Table 8, the improved vectorization technique model 

achieved a significantly higher Accuracy than the 

classification method of using TF-IDF. The improved 

technique also yields the highest values for Precision, Recall, 

and F1-score. 

 

 

Table 8 : Comparison of using Improved Naïve Bayes Vectorization 

and   TF-IDF Vectorization in Classification 

 

 

 

Furthermore, by applying the improved Naïve Bayes 

vectorization technique to preprocess the documents, the 

textual data is transformed into a numerical format, thereby 

reducing the dimensionality of the data resulting in higher 

F1-scores. 
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5. CONCLUSION 

Based on the comparison using the three datasets the 

improved Naive Bayes-SVM classifier outperforms the 

TF-IDF. It has been observed that the proposed improvement 

is highly efficient and classifies the documents with great 

accuracy. The employment of Laplace smoothing to the 

enhancement of Naive Bayes-SVM has achieved a 

classification a higher accuracy compared to the TF-IDF. 

These results showed that the Naive Bayes vectorization 

technique has contributed a more effective textual data 

transformation process to the SVM classifier, as compared to 

the use of the TFIDF vectorization technique for the same 

purpose.  

 

Future directions of the research will be the exploration of 

other features and weights to produce word vectors and 

investigates the effect of other smoothing methods to Naive 

Bayes vectorization.  
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