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ABSTRACT 
 
 COVID – 19 (2019 novel coronavirus) which started in 
China had spread all over the world rapidly. It is the worst 
health crisis the whole world has suffered after World War 
II. Many precautionary measures have been indicated by 
the World Health Organisation (WHO) like to maintain 
social distancing, wear masks, wash hands with soap for 
20 seconds and many more. Wearing masks in public 
places is quite an effective measure to stay protected from 
this pandemic. There is very few research done for 
detecting face masks. This paper contributes to the welfare 
of human beings and proposes CoronaMask, a highly 
effective face mask detector. The proposed model uses the 
deep learning convolutional neural network (CNN) 
algorithm as a base for detecting faces. In this study, the 
dataset has been created which consists of 1238 images 
which are divided into two classes as “mask” and 
“no_mask”. This model also takes live streaming videos as 
input and detects faces which are wearing masks and 
which are not wearing a mask. The convolutional neural 
network is trained on the dataset and it gives 95% of 
accuracy. CoronaMask, a two-phase face mask detector 
works in identifying masks in images and also in real-time 
video streams. 

 
Key words : Convolutional Neural Network (CNN), Deep 
Learning, Face Detection, Face Mask Detection, Real-time 
video streaming. 

1. INTRODUCTION 
COVID-19 pandemic first appeared in Wuhan, China in 
December 2019. It is a severe respiratory syndrome 
coronavirus which affected people worldwide. This virus 
has been presumed to be transferred to humans from bats. 
Many researchers have used the chest CT scan images to 
identify the corona cases amongst normal persons chest 
CT scan images. Symptoms of this pandemic are cough, 
fever, and respiratory disorders. People are more 
concerned about their health. WHO has recommended 

washing hands often, sneeze in sleeves, wear masks and to 
take care of them from this pandemic. Services are 
available for people only if they are following the safety 
measures properly and are wearing their masks. Therefore, 
face mask detection has become an important part of 
computer vision to help society. Unfortunately, research is 
very limited in this field as of now. 
 
The idea behind face mask detection is to determine 
whether a person is wearing a mask or not. It is an object 
detection problem as here face is referred to as an object 
which needs to be detected [1],[2]. There are varied 
applications of object detection like self-driving vehicles 
[3], the education system [4], surveillance systems and 
many more. Unlike traditional object detectors, this model 
is using Haar Cascade features. Many of the other facial 
detection algorithms use different techniques like HOG 
(Histogram of Oriented Gradients), SIFT (Scale-Invariant 
Feature Transform) and others [5]. Deep Learning is a 
science that works with neural networks.  Various neural 
networks are present like Artificial Neural Network 
(ANN), Convolutional Neural Network (CNN), and many 
more are there [6]. 
 
This paper proposes a two-phase face mask detector, 
CoronaMask, which detects face masks in images as well 
as in real-time video streams and ensure the safety of 
people. CoronaMask works in two phases where the first 
phase is of training the face mask detector and in the 
second phase, the trained face mask detector is applied to 
the real-time images and videos. In simple words, an 
image with a face is taken and is analysed through a 
cascade classifier. Classifier gives the region of interest 
(ROI) and in this sense, the classifier is trained on a 
dataset of 1238 images shown in figure 1. The dataset 
consists of various masked and unmasked images. 
CoronaMask uses the convolutional neural network as the 
classifier algorithm and after 50 epochs it gives an 
accuracy of 95%. 
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Figure 1 : Dataset images with mask and no-mask images 
 

The paper is organised as follows. In section II, Literature 
Survey on object detection and neural networks. Section 
III consists of the proposed methodology. Section IV 
describes neural network used. Section V briefs the results 
and finally, section VI gives conclusion and future scope. 

 
2. LITERATURE SURVEY 
Various traditional object detectors use multiple-step 
processes [7]. Viola Jons detector extracts features by 
Haar Cascade feature descriptor and can achieve real-time 
detection [8]. The author in [9] a new feature extractor 
called Histogram of Oriented Gradients (HOG) is 
introduced that works with magnitudes of gradients over 
the image. A DPM (Deformable Part-base Model) is also 
proposed that detects different parts of objects [5].  
Authors in [10], introduced that face detection can be 
categorized into 4 different categories like knowledge-
based method, template-based method, appearance-based 
method and feature invariant method. However, in 
[11],[12] authors proposed a distributed based system 
object detection method in which positive and negative 
examples are used by the object class for learning. In [13] 
retinal connected bootstrap neural network is used and 
works on positive face examples and negative face 
examples. In [14], [15], [16], AdaBoost classifier is used 
with LBP (Local Binary Pattern) and Haar Cascade 
features to detect objects and faces. Authors in [17], [18] 
have proposed Support Vector machine classifier with 
HOG features for face detection. In [19], plant infection 
diseases have been identified by user with the help of 
Convolutional Neural Network by using the images of 
leaves. In [20], various pre-trained CNN models have been 
connected together to identify pneumonia in various 
patients by using their X-Ray images. They provided an 
accuracy of 93% for training data and 82% for validation 
data. 
In [21], authors perform facial detection using a fully 
convolutional network (FCN)that uses predefined training 
weights (VGG – 16) and also uses binomial cross-entropy 
as a loss function. The research was focused on greyscale 
images in the field of face detection.  
In [22], object detection was based on prior information of 

the face model. Different architectures namely AlexNet 
[23] and VGGNet [24] consists of stacked convolutional 
layers, former consist of five convolutional layers with 
three fully connected layers but later was an enhancement 
over AlexNet. A decision tree classifier is trained for 
images for face detection yielding good accuracy [25]. 
Authors in [26] proposed a hierarchical knowledge-based 
model foe object detection that is an improved version of 
the edge detection method.  
Recent research works with two-stage detectors for facial 
detection as well as single-stage detectors like Faster R-
CNN, SSD and YOLO respectively [27], [28]. Various 
machine learning classifiers like Support Vector Machine 
and K-Nearest Neighbours have been compared in this 
field. SVM used with Principal Component Analysis 
(PCA) provides a 92% face recognition accuracy [29]. 
In [30] authors proposed Locally Nonlinear Feature 
Fusion-based Network (LNFF-Net) that fuses heat map 
and saliency map and shows better accuracy. The objective 
of this network is to identify the single masked face 
regions. Authors proposed a new Deep Pyramid Single 
Shot Face Detector (DPSSD) with a new loss function 
namely crystal loss for better accuracy and better 
performance for object detection [31]. In [32] authors 
proposed a deep convolutional neural network that uses 
Discriminative Complete features (DCF) that extracts 
multi-scale features. A study was conducted to filter selfie 
face images based on hashtags, Haar cascade method filter 
images with 71.48% accuracy [33]. 
Convolutional Neural Network is an important neural 
network in computer vision related pattern recognition. 
Inception neural network has been proposed that makes 
networks to learn about best kernels to be used [34]. 
Residual network (ResNet) that is capable to learn and 
identify mapping from previous layers was proposed in 
[35] and is a deep residual neural network. These are 
foundations for segmentations. 
 
3. METHODOLOGY 
The dataset used in this study consists of a total of 1238 
images with masked and no-masked people. The platform 
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used id Anaconda and spyder is used for python 
programming. CoronaMask architecture is shown in figure 
2. In CoronaMask, CNN is the backbone that uses Haar 
cascade features for face detection. CoronaMask is a two-

phase face detector that works on images as well as live 
video streams to detect whether a person is wearing a 
mask or not. This model ensures the safety of people 
completely in this COVID-19 pandemic.  

 

 

Figure 2 : CoronaMask Architecture 

The whole model is divided into two main steps: 
 Training Phase: In this step, the dataset is loaded 

and the model is trained on the dataset and is 
saved back to the disk. 

 Release Phase: In this step, the trained model is 
loaded back to work as a face mask detector and 
classify the images and real-time video streams 
into two classes of “mask” and “no_mask”. 

Face detectors allow inferring the locations of facial 
features like eyes, nose, eyebrows, mouth and jawline. The 
detector helps to identify the region of interest (ROI) from 
facial images and the ROI is extracted.  Then facial 
features are identified. The model uses various steps which 
are described as follows: 
Step 1: DATA PREPROCESSING – The dataset used in 
this study consists of 1238 images of the various mask and 
no_mask people. All the images are coloured images and 
therefore they all are needed to be converted into 
grayscale. All the images are resized into (100x100) to be 
of the same size pixel values. Dataset is splitted into 
training and testing sets in 75:25 ratio with 825 images 
training set and 207 images in the testing set. 

Step 2: TRAINING CNN – The convolutional model used 
in this research study is a two-layer neural network. To 
avoid overfitting problem, Dropout method has been 
incorporated. As there are two categories of images 
“mask” and “no_mask” binary_crossentropy is being used 
as a loss function [36]. While training the CNN, 50 epochs 
have been implemented. RelU activation function has been 
used as a function for internal layers and softmax is used 
as an activation function for the output layer.  
Step 3: DETECTING REAL-TIME VIDEO STREAMS 
WITH NO_MASK – The trained model is loaded from 
disk and camera is set up. The camera can be either 
webcam camera or mobile phone camera. For this, a label 
is created with “without_mask”. A bounding rectangle 
with “Red “ colour is used. The camera is used to view 
live stream videos and the streaming video is read frame 
by frame and is converted into grayscale and faces are 
detected. The result shows probability result of no_mask 
and mask. Figure 3 and figure 4 show the output from live 
video stream captured images with label “without_mask” 
when person is not wearing the mask. 
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              Figure 3 : Person not wearing mask                                                                      Figure 4 : Person wearing mask 

 

4. CONVOLUTIONAL NEURAL NETWORK (CNN) 
Face detection is always being a challenging problem. It is 
an important problem in computer vision. Computer vision 
always needs the same perception between humans and 
machines. It works on making a machine as smart as a 
human in perceiving this world. Computer vision is 
responsible for various tasks such as image analysis, 
image and video recognition, image classification etc. 
Deep learning embedded with computer vision had made it 
possible by giving the convolutional neural network 
(CNN) [37].  
CNN is a deep learning algorithm that takes image as 
input, analyse the image with weights and biases and 
returns the output. In traditional methods, handcrafted 
engineered filters [38] were used but this is not the case 
with CNN. CNN has the capability to capture spatial as 
well as temporal dependencies in image via relevant 
filters. It also helps in avoiding the overfitting problem 

with images. A traditional CNN is shown in figure 5 [39] 
in which it has layers having different planes. Each plane 
receives input from the planes of the previous layer. Each 
plane has its weights. A plane can be considered as a 
feature map. There are multiple planes in each layer which 
help detect multiple features. These layers are known as 
convolutional layers. This neural network is trained by 
backpropagation gradient descent method [40]. As there 
are convolutional layers, pooling layers are also present on 
CNN. There are two types of pooling layers: 

 MaxPooling: It returns the maximum value from 
the image covered by the kernel. It is useful in 
removing noise from the images along with the 
dimensionality reduction. 

 AveragePooling: It returns average of all values 
from protion of the image covered by the kernel. 
It simply performs dimensionality reduction.  

 

 

Figure 5 : Traditional Convolutional Neural Network [39] 

After Pooling layers there is ReLu layer. ReLu (Rectified 
Linear Unit) is an activation function that removes 
negative values from the activation map by setting them to 
zero. Finally, there is the fully connected layer which is 
responsible for high-level reasoning in the neural network. 
Nodes in this fully connected layer have a connection to 
all activations done in previous layers. After going through 
all the epochs the model can distinguish low-level and 
dominating features in the image.  

CNN also consists of different loss functions which are : 
 Softmax – used for predicting a single class of L 

mutually exclusive classes. 
 Sigmoid cross-entropy – used for predicting M 

probability values. 
 Euclidean – used for predicting the real-valued 

labels. 
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5. RESULTS 
The dataset used in this research study consists of 1238 
images with masked and unmasked faces as shown in 
figure 1. The model after 50 epochs provides an accuracy 
of 95% which is far better than many other neural 
networks used for face detection. The paper also provides 
a graphical representation of Validation Loss and Training 
Loss as well as Validation Accuracy and Training 
Accuracy which are shown in figure 6 and 7 below and are 
helpful for better validation decisions. The model is able to 
analyse the live streaming videos and is detetcting people 
wearing a mask and not wearing a mask and figure 8 
below is an output from the live streaming video which 
was analysed by this model. 
 

 

Figure 6 :  Training Loss and Validation Loss VS epochs 

Figure 7 : Training Accuracy and Validation Accuracy VS 
epochs

 

6. CONCLUSION AND FUTURE WORK 
 

The CoronaMask provides a real-time safety measure for 
human beings by detecting whether a person is wearing 
the mask or not as wearing a mask is an essential need of 
the hour in this COVID-19 pandemic. The accuracy given 
by the neural network on image dataset is 95% which can 
be increased in future by using MobileNet neural network 
as a backbone model. This model can be implemented in 
various government bodies in different market places, 
airports, railway stations, other crowded areas to ensure 
people follow the safety measures. In future, this model 
can be embedded with an alarm or buzzer  and IoT can be 
implemented with deep learning CNN which will buzz 
whenever a person is detected not wearing a mask. If this 
model is deployed correctly it will be helpful to ensure the 
safety of human beings. 
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