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 
ABSTRACT 
 
The first step towards making the text documents 
machine-readable is vectorization. Vectorisation allows the 
machines to understand textual content by transforming it into 
meaningful numerical representations. This study proposes a 
modified Bayesian vectorization and employing the Laplace 
smoothing method to reduce the dimensionality of features 
and improve the classification accuracy. Dataset of news 
articles was used in building the model and was evaluated 
across the metrics of precision, recall, F1-score, and accuracy. 
To validate the effectiveness of the enhancement, the model 
was compared to the Term Frequency and Inverse Document 
Frequency (TF-IDF) method. The results revealed that the 
proposed enhancement has significantly better results having 
98% classification accuracy compared to 81% classification 
accuracy of the TF-IDF vectorization technique. 
 
Key words: Modifiedvectorization, Document classification, 
Bayesian Vectorization, Support Vector Machine, 
Vectorization 
 
1. INTRODUCTION 
 
Machine learning features are numerical attributes that allow 
anyone to perform any mathematical operation from.Yet there 
are various cases where numerical attributes are not present in 
the dataset.These types of text data can not be fed directly into 
the machine for extracting features, because most algorithms 
expect the text's feature vectors as input [1][2]. And a way to 
translate each document into a numeric vector is required 
when dealing with text documents.This method is known as 
text vectorisation[3]. When the documents are converted into 
vectors, some kind of mathematical operation can be 
performed to use them for different purposes in text mining 
such as clustering, classification, ranking, summarization, etc. 
[4].   
 
Most machine learning techniques employed in the area of 
text classification require the features of the documents to be 

 
 

effectively selected [5]. In conjunction with text 
classification, it has one limitation. This limitation involves 
the high dimensionality of feature space due to a large number 
of features. This occurs when the size of the text increases, the 
redundancy or noise of the data will increase as well [6]. 
Many dimensionality reduction methods were proposed in the 
last several years to solve this problem[5]. Vectorization 
techniques such as TF-IDF [7] vectorize the data easily, 
however, dimensionality is an issue since each vectorized 
word is used to represent the document. This results in the 
number of dimensions to be equal to the number of words. In 
this situation, one way to reduce dimensionality is to create a 
new set of features from the original feature set by extracting 
the features [8]. One of the first steps that were taken to solve 
this problem was to find a way to vectorize words. 

 
This paper proposes a modified Bayesian vectorization model 
with the Laplace smoothing method to alleviate the problem 
of dimensionality and to improve classification accuracy. The 
enhancement is carried out to transform each of the text 
documents in the dataset into the format of probability 
distribution in the vector space using the Bayesian vectorizer 
then feed this probability distribution to Support Vector 
Machine (SVM) for training and classification purposes. To 
validate the improvements afforded by using Bayesian 
vectorization, results are compared to Term Frequency and 
Inverse Document Frequency (TF-IDF) method for Support 
Vector Machine (SVM) classifier in terms of Precision, 
Recall, F1-score, and accuracy.  

 
The rest of the paper is arranged as follows. Section 2 
discusses the literature review of feature vectorization, 
Bayesian vectorization, and smoothing method. Section 3 
includes the methodology. Section 4 discusses the simulation 
results and discussion while Section 5 highlights the 
conclusion and recommendation. 
 
2. LITERATURE REVIEW 
 
2.1 Feature Vectorization 
 
Feature vectorization is the process of transforming text data 
into a machine-understandable format to attain a more concise 
textual representation. This technique aims at building a new 
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collection of features after applying a few transformations to 
the corpus.Typically because of the transformations the 
extracted features do not bear the same information as 
before[2].Nonetheless, it is likely to achieve more condensed 
data providing a great dimension reduction. In addition, the 
extracted features may reveal a better spatial representation of 
the data [9]. Figure 1 shows the feature vectorization process 
for machine learning. 
 

 
Figure 1: Feature vectorization for Machine Learning 

 
 

2.2 Bayesian Vectorization 
 
Machine learning algorithms most often take vectors of 
numerical features as input. And a way to translate each 
document into a numeric vector is required when dealing with 
text documents. This process is known as vectorization of text 
[2][10].  
 
Bayesian vectorization for text documents used the 
distribution of probability, where the dimensions of the 
features are dependent on the number of categories available 
in the classification task[11]. It utilizes the raw text document 
for training purposes and the classifier utilizes the vectorized 
training data[12]. Bayesian vectorization relies on the Bayes 
formula with presumed independence between predictors, that 
used a set of training data to compute the posterior 
probability, which calculates the probability and estimates the 
probability conditions necessary for classification[13][14] 
[14]. In the context of document classification, the Bayesian 
vectorization uses the probability that a specific document is 
annotated in a particular category, as the document has those 
terms in it, the likelihood of finding those particular words in 
that category, the probability that any document is annotated 
in that category, separated by the chances of obtaining those 
words in any document [15][16], as shown in equation (1): 
 
 

(1) 
 
Some studies have shown the usefulness of the use of Bayes 
theorem in different areas, such as safety [17][18], agriculture 
[19][20], image processing [21][22], etc.  
 
Meneses et al. [23]proposed two basic solutions to the 
approximate formula of Bayes, when making precise 

decisions.The output was measured where a decision is made 
on one of two outcomes is most likely to occur and where a 
choice is made between an option that provides appropriate 
utility for something that is assured or a possibility that results 
in either a worse or a better benefit. Bayes 
theoremwasstudied[24]for an efficient and secure intelligent 
navigation method in classifying thousands of Navigational 
Talex messages gathered in navigational area VI. Based on 
the result, the optimal classifier's accuracy rate reaches 97 per 
cent. One of the research paper closely related was 
of[2][25][26], that used a Bayesian vectorization technique to 
preprocess the text documents and reduce the dimensions. The 
findings have improved classification performance. 
 
2.3 Laplace Smoothing Method 
 
Laplace smoothing is one of the smoothing method used in 
Naïve Bayes [27]. Not only do Laplace smoothing methods 
usually avoid zero probability, but they also try to improve the 
model's accuracy as a whole. [28], [29]. In a big dataset, the 
random choice of training data set in a large dataset would 
result in a zero value in the probability model. These zero 
values would make the input data classification impossible for 
the classifier. In this case, the smoothing method is used to 
eliminate zero value in the probability model. The 
implementation can be seen in equation (2) below. The 
equation is capable of handling zero probabilities by adding 
one (+ 1) to all terms. 
 

(ܿ|݇ݐ)ܲ =
(ܿ|݇ݐ)ݐ݊ݑ݋ܿ + 1
ݒ|(ܿ|ݐ)ݐ݊ݑ݋ܿ + 1| 

                       (2) 
 
P(tk|c): Likelihood probability, term probability for a class 
count(tk|c): is the number of terms observed in a class 
count(t|c): is the sum of all terms in a class 
v: is the number of vocabulary in the training set 

 
Previous studies show that there are differences in 
performance obtained by various smoothing techniques 
against various types of data. Laplace smoothing method 
[2]has provided better results in sentiment analysis, where 
10-fold cross-validation is used on training data to obtain the 
optimal parameter [30]. Also studied were smoothing 
methods in conducting real-time stream data that investigated 
a scheme implementing Laplace smoothing technique with 
Binarized Naïve Bayes Classifier (NBC) to improve accuracy 
and using SparkR to speed up.[31]. 
 
Laplace's performance was better than Dirichlet and Absolute 
Discounting. However, the difference in performance results 
can be seen in other researches [32]–[34] where Laplace 
smoothing achieved lower performance when compared to 
other smoothing techniques. The difference in performance 
smoothing technique can occur due to factors of noise word 
features in the training data. Noise word features are words 
that do not strongly represent the characteristic of sentiment 
class resulting in lower performance in classification [30], 
[34], [35] 
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3.  METHODOLOGY 
 
In this study, a modified Bayesian vectorization model is 
developed to reduce the dimensionality of data and to produce 
a higher classification accuracy. Figure 2 shows the proposed 
modified Bayesian vectorization model.  
 

 
Figure 2:  ModifiedBayesian Vectorization Model  

 
 
3.1Data Source 
 
In this study, the 2012 to 2018 news headlines obtained from 
HuffPost, which was originally compiled by Misra[36] is 
used. Every news headline was manually labelled according 
to the following 5 categories using a spreadsheet namely – 
urban, science, arts, politics, and travel with a total of 2640 
documents. Dataset had been split into a training set with 
1848 documents and a testing set with 792 documents.  
 
3.2 Preprocessing Methods 
 
Standardization of words is performed at this point to remove 
accentuation, punctuation, special characters, and numbers. 
All letters are converted into lowercase letters, with each 
character replaced by single space except alphabets and 
multiple spaces. Noisy data such as headers of text files, 
footers, HTML , XML, and markup data are excluded. 
 
3.3 Building the Improved Naïve Bayes Vectorization 
 
To extract each word from document (X) a simple word 
extraction algorithm is used to produce a list of words 
containing the number of occurrences of each word in 
category (C). The same approach is used in the Training data 
set to produce the number of all words in each group. 
 
The prior probability of each group can then be determined by 
means of equation (3):   
  

(3) 
 

The equation (4) below is used to measure the probability of a 
given category for a particular word. 

(4) 
 
Laplace smoothing is applied to prevent a situation of zero 
probability and to ensure that each word has a chance of 
occurrence, based on at least one count, even if it does not 
appear in the training results. The count is increased to a small 
value(usually 1)[2][37][38] using the equation (5): 
 

(5)  

The overall probability of an annotation of a text to a given 
category is determined using the equation (6): 
 

 
 (6) 

The mathematical logfunction is applied using the equation to 
prevent this underflow error (7): 
 

(7) 
 
The logarithmic function is applied since log increases or 
decreases monotonically which means the order of 
probabilities will not be affected. Smaller probabilities will 
remain smaller once the log is applied to them, and vice versa. 
This can effectively avoid the can pitfall of an underflow error 
without affecting the predictions of the trained model. [39]. 
 
 
3.4Evaluating the Model 
 
Machine learning toolkit LIBSVM[40]was used to train the 
classification models. The model was trained using a 
collection of well-categorized vectorized training data given 
by the vectorizer at Naïve Bayes. The vectorized training data 
was divided by running the SVM into a 70 percent training set 
(1,848 documents) and a 30 percent test set (792 documents) 
for the classification.In the training data set, a 10-fold 
cross-validation was performed to determine the robustness of 
the predictions from the SVM models. The remainder of the 
classification tasks are performed using the linear kernel 
function with parameter C being set to 1. 

4. SIMULATION RESULTS AND DISCUSSIONS 
 
Simulation is performed to compare the SVM classification 
result using the TF-IDF vectorization technique and the 
modified Bayesian vectorization model with a smoothing 
method to determine whether the proposed modified Bayesian 
vectorization model results in better classification accuracy as 
compared to the TF-IDF vectorization in SVM classifier. 
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4.1Simulation Result using TF-IDF Technique with SVM 
Classifier 
 
TF-IDF-SVM classification correctly classified 149 urban 
news, 141 science news, 2 art news, 100 politics news, and 
190 travel news as shown in Figure 3.  It achieved an average 
Precision value of 82%, Recall value 78%, F1-score 79%, and 
Accuracy of 81% as shown in Figure 4. 
 

 
 

 
 
 
 
 

Figure 3: TF-IDF-SVM Confusion Matrix 
 

 
 

 
 
 
 
 
 
 
 
 

 
Figure 4: TF-IDF-SVM Classification Result 

 
 
4.2 Simulation Result using ModifiedBayesian Technique 
with SVM Classifier 
 
Figure 5 contains the generated vectorized training data set 
using the modified Bayesian vectorization model.Each 
dimension in a simplified sense represents a meaning, and the 
numerical weight of the document on that dimension captures 
the closeness of its association with and to that meaning. The 
value highlighted in a document represents the highest 
probability that implies the dimension or category that it 
belongs to. 
 
As shown in Figure 6, the Bayesian-SVM classification 
correctly classified 195 urban news, 167 science news, 88 arts 
news, 119 politics news, and 194 travel news.  
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Sample Vectorized Training Data 

 
Figure 6: Modified Bayesian-SVM Confusion Matrix 

 
 

 
Figure 7:  Modified Bayesian-SVM Classification Result 

 
The modified model achieved an average accuracy of 98% as 
shown in Figure 7, which is significantly higher than the 
TF-IDF-SVM classification approach. The modified model 
also gives the highest Precision, Recall, and F1-score values.  

 

5. CONCLUSION 
The modified Bayesian-SVM classifier outperforms the 
TF-IDF-SVM classifier, based on comparison using the same 
news headlines dataset.The proposed enhancement has been 
observed to be highly productive and to identify the 
documents with great precision. Laplace's use of smoothing to 
improve Bayesian-SVM has achieved a classification 
accuracy of 98 percent compared to the 81 percent 
classification accuracy of TF-IDF-SVM.These results showed 
that the Bayesian vectorization technique has contributed to 
the SVM classifier with a more effective textual data 
transformation process compared to the same purpose using 
the TFIDF vectorization technique. Future works might also 
investigate the effects of other smoothing techniques. 
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