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0F 
ABSTRACT 
 
Customer Relation Management (CRM) is important for data 
savvy companies because their reciprocal growth is 
determined by the CRM data and other data in periphery of it. 
A lot of work has been done in the field of CRM like CRM 
data mining to reveal useful information and 
customer-centric CRM, but little work has been done for 
cleaning the CRM data. Many companies struggle with CRM 
data accuracy at large extent because it changes frequently. 
This constant change in modern business data requires CRM 
to be frequently updated in order to stay valid. The frequent 
updates lead to ambiguity in CRM data. In this paper, the 
authors present their machine learning approach for CRM 
data Cleaning that they have implemented as a tool in python. 
They have validated the output of tool on a real CRM dataset. 
The tool achieved F-score of 0.96 with the random forest 
classifier. 
 
Key words : Customer Relation Management, Data 
Cleaning, Support Vector Machine (SVM), Decision Tree 
Classifier, Random Forest Classifier. 
 
1. INTRODUCTION 
 
Customer relationship management (CRM) is a method used 
by companies to manage its valuable customers. Using the 
CRM data, a company make policies and take important steps 
to improve its business relationship with customers [14]. 
Customer Relation Management data plays a vital role in 
transforming industries [23], as many major decisions taken 
by industries totally depends on it. It helps companies to 
satisfy their customers. This leads companies to retain their 
customers for long time. For many years, companies are 
accumulating data about customers like emails, phone 
numbers, addresses etc. These details are prone to change, 
and the ground level operators in the companies, most of the 
time, end up making a new entry rather than updating older 
ones. This all scenario causes ambiguity and redundancy in 
the customer relation database, and impacts to the serving 

 
 

quality of the company. The end result is that the company 
loses its customers. A lot of work have been done in field of 
CRM like many techniques for CRM data mining [18] were 
introduced, various software with different approaches for 
customer relation management [15][16][17] are available, but 
few works are done in cleaning CRM data. There are 
approaches available for data cleaning [21][22] but none of 
them provide suitable solution for CRM. The main reason for 
few works in this field might be the lack of its need in early 
years but in recent years the number of customers have 
increased as well as the number of serving companies and this 
lead a company to take important steps to retain its customer. 
In this paper the authors present their machine learning 
approach for cleaning CRM data. In this approach they 
initially prepared a dataset which process the data to make it 
suitable for classification and using trained classifier they 
divided the data into clean and redundant datasets. Further 
application of rules on the redundant dataset cleans it and 
then the clean entries are merged in the clean dataset. In this 
manner clean dataset is obtained. 
 
2. LITERATURE REVIEW 
 
The authors searched a lot of resources and could not get 
sufficient relevant work. There are many proprietary software 
available online that claims high accuracy and wide variety of 
option in cleaning CRM data [15][16][17]. But the major 
problem with the whole process is the hectic approach. Users 
have to go through a lot of option in order to get a clean file. 
Some of the option have technical meaning associated with 
them that make this software harder to use. Talking about the 
open source software, there are many software for CRM 
management but almost no option for CRM data Cleaning. 
Even there is no standard CRM dataset available to work 
upon. There are few works reported in this area to the best of 
authors knowledge. 
 
3. TECHNOLOGY USED 
 
3.1. Support Vector Machine 
 
Statistical learning theory and structural risk minimization 
principle are the basis of Support Vector Machine [1]. It 
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distinguishes the classes with a decision boundary that has the 
maximum separation distance between the classes [2]. This 
decision boundary is called the hyperplane. Support Vectors 
are the points located around the hyperplane. These are the 
points that play the major role in training [3]. There are 
several kernels used with the model in support vector 
Machine. The performance of SVM depends on choice of 
kernel [4]. 
 
Kernel functions 
 
Kernels are used to take data as input and transform it into 
required form. SVM support following kernels: Linear, 
Polynomial, RBF (gaussian kernel) and sigmoid.[5][6][7]. 
Kernel function gives the inner product between the points in 
a suitable feature space. 

Polynomial 
The polynomial kernel is a nonstationary kernel and a 
popular method for nonlinear modelling [5] and can then be 
written as follows: 

k(xi, xj) = ( γxi
T,xj + r)d, γ >0 (1) 

where γ is the gamma term in the kernel function for all 
kernel types except linear, d is the polynomial degree, and r is 
the bias term in the kernel function. 
 
3.2. Decision Tree Classifier 
 
The Decision tree is the technique of classification. It is used 
to partition dataset into X classes. Decision tree has two types 
of nodes, one of them is ‘Decision node’ and another is ‘Leaf 
node’. Decision node plays major role in generating the test 
whereas Leaf node represent the output classes [8]. 
It partitions a data space. Every branch in the tree represents a 
decision cube. Final results are on the leaf nodes. This method 
of classification use divide and conquer strategy to 
continuously partition a data and when making decision it 
uses greedy approach in order to maximize information gain. 
While training, it resides the whole data into the memory and 
the according to the formed structure it makes future 
decisions [8]. 
 
3.3. Random Forest Classifier 
 
Random forest classifier generates different decision trees 
selected from subset of training set. It generates results by 
taking in consideration result of each decision tree from the 
subset. Finally, it generates a vector of all output and chooses 
the most weighted class as the output of classification [10]. 
The random classifier selected for this experiment was 
trained with a training data prepared by selecting some N 
randomly chosen data points from the dataset [9], and then 
was used for classification. The classifier automatically 
generated the forest and generated the result by taking the 
most popular class into consideration [10]. Information Gain 
criteria [12] and Gini Index [11] criteria were used as the 

choice of attribute for measuring the quality. Gini Index in 
random forest classifier is used as an attribute selection 
measure. It measures the impurity of an Index. Gini index for 
a randomly selected entry from the training set stating that it 
belongs to a class Ci can be written as: 

∑∑j≠i (f(Ci, T)/|T|)(f(Cj, T)/|T|) (2) 

where f (Ci, T)/|T| is the probability that the selected case 
belongs to class Ci. 

Each time a tree is grown to the maximum depth on new 
training data using a combination of features. Pruning is not 
done in case of fully-grown trees. This gives random forest 
lead over other decision tree methods like the method 
proposed by Quinlan in his work [12]. 
Performance of the tree-based classifier are mostly based on 
the pruning methods and they don’t have any impact of 
attribute selection procedure [13]. User intervention is only in 
selection of feature set for each node and choice of the number 
of trees to be generated. Then to classify each entry has to pass 
through the depth each tree involved the randomly generated 
tree subset of the random forest. At the end the entry is 
classified into the most weighted class category. 
 

 
4. PROPOSED APPROACH FOR CRM DATA 

CLEANING 
 
4.1. Implementation details. 
 
A CRM dataset from a company was requested with terms of 
not disclosing the dataset in order to test the performance of 
the approach on a real dataset. All the results mentioned in 
the paper are obtained on the same dataset. 

 
 

Figure 1 : Flow diagram of approach. 
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For early training, the whole dataset was pre-processed by 
filling the missing value and encoding the data into binarized 
values. During this whole process, distribution of dataset was 
kept in consideration. Various training cases and labels were 
prepared before binarization of dataset and few dirty data of 
different type like missing name, missing email, mismatching 
email, format change of phone number etc. was introduced in 
the dataset. One more feature named Y was added into the 
dataset denoting the label of the column as match or no match 
in binarized manner. The obtained dataset from the step was 
later divided into 3 disjoint datasets. Training dataset, Test 
dataset and Validation data set in ratio of 60:20:20. While 
distribution, random entries were selected to form each of the 
dataset. Training dataset was used to train various classifier 
like SVM with Polynomial kernel, Decision tree, Random 
forest. Later on, the accuracies of each classifier were tested 
on test dataset and adjusted accordingly. Final results were 
tested on the validation dataset. 
 
In between this procedure, various feature set were selected 
manually and accuracies were tested accordingly. The pattern 
of overfitting [23] was observed when the model was given 
large dataset. It was performing well on training dataset but 
poorly on the test dataset and opposite underfitting [24] 
pattern was the case when the features set was too small. After 
all the experiments feature set including name, email, phone 
number and title was selected as the final feature (feature set 
2) set as this set was helping the model to predict matches 
with higher accuracy on test as well as validation dataset. 
After feature set and model selection the whole dataset was 
divided into two categories of clean data and match data using 
the trained classifier. The matched dataset was analysed with 
the proposed rules as described in the algorithm section and 
on the basis of this rules it was divided into 3 categories: 
Partial match, Potential Match and Exact match. The 
complete procedure is described in the flow diagram in Figure 
1. The Exact match data was the redundant data and it was 
merged with the clean file by eliminating all the entries 
expect one from each group observed. 
 
 

 
 

Figure 2 : Merging of obtained files to clean file 

In case, of Potential match human intervention is required as 
the data is displayed by the algorithm and operator decides if 
it is redundant or not and final entry is the one which is 
created using all the values present in all the entries. Partial 
match was as it is merged to the clean file to avoid any data 
loss. Figure 2 describe the procedure of merging of files. In 
this manner a clean file can be obtained by supplying a file 
with redundancies in it. 
 
4.2. Algorithm.  

1. READ: Contact.csv as df 
2. Select feature_set. Say feature set 2 
3. COMPUTE: df -> df_encoded 

3.1. COMPUTE: l = len(df) 
3.2. Take cartesian product of the file(l*l). 
COMPUTE: df -> df_per 

n12, n21 = percentage name match (1 with 2 and 2 
with 1) 
ep=email match percentage 
pp=phone number matching 
t12, t21= title matching percentage 

3.3. Encode(df_per): 
FOR i in feature_set: 

FOR val IN df_per[i] 
IF val >=  90: 

RETURN 4 
ELSE IF val >=  75: 

RETURN 3 
ELSE IF val >=  50: 

RETURN 2: 
ELSE IF val >=  25: 

RETURN 1 
ELSE:  

RETURN 0 
ENDIF 

ENDFOR 
ENDFOR 

 
4. COMPUTE: classifier(df_encoded) 

OUTPUT:  
redundant_file 
clean_file 

5. COMPUTE: Categorization(redundant_file) 
READ: redundant_file 
IF (n12 == 4 or n12 == None) AND (n21 == 4 or n21 == 
None) and (ep == 4 or ep == None) AND (pp == 4 or pp 
== None) and (t12 == 4 or t12 == None) AND ( t21 == 
4 or t21 == None): 

PRINT: “Exact Match” 
Add one entry to the Exact_match_file 

 
ELSE IF (n12 > 2 and n21 > 2) and (ep == 4 or pp == 4 
or (a12 == 4 and a21 == 4)): 

PRINT:” Potential Match” 
Merge all entries and create updated entry 
Add updated entry to Potential_match_file 
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ELSE: 
PRINT: “Partial Match” 
 
Add to both entries to Partial_match file 

ENDIF 
 

6. COMPUTE: Clean_file 
READ: Exact_match_file, Potential_match_file, 
Partial_match_file, Clean_file 
MERGE: (Exact_match_file, Potential_match_file, 
Partial_match_file, Clean_file) => Clean_file  
 

END 

 
5. EVALUATION OF APPROACH 
 
As described in the implementation section various features 
with classifiers were tried in order to obtain best results. 
Below are the results of some of the experiments. The dataset 
used in the evaluation for this approach was CRM of a 
company, this dataset was asked for evaluating the algorithm 
with a term of non-disclosure of the data. Below are the 
results of trained classifier predicting match and no match 
and their accuracy on the validation data set prepared. Here 
feature set 1 consist of Address, Name, Phone Number, 
Email, Title whereas feature set 2 consist of Name, Phone 
number, Email, Title. 
 
5.1. Results of different classifier with featuere set 1 and 
feature set 2 
 
Random forest with feature set 1 
 
The combination of random forest model along with the fields 
Address, Name, Email, Phone No, Title in feature set gives 
result mentioned in Table 1. 
 

Table 1 : Results obtained by combination of Random Forest 
classifier and feature set including Address, Name, E-mail, Phone 

Number, Title. 

S.no Total 
entries Redundant True 

Positive 
True 

Negative 
False 

Positive 
False 

Negative 

1 49 10 4 39 0 6 

2 200 25 12 175 0 13 

3 1000 100 36 900 0 64 

4 2000 100 36 1900 0 64 

 

SVM with Polynomial Kernel with feature set 2 
 
All the kernels available for SVM were tried like Linear, 
sigmoid, polynomial. But there was no remarkable result. 
One of them is the combination of SVM with Polynomial 

kernel along with the fields Name, Email, Phone No, Title in 
feature set gives result mentioned in Table 2. 
 

Table 2 : Results obtained by combination of SVM classifier with 
polynomial kernel and feature set including Name, E-mail, Phone 

Number, Title. 

S.no Total 
entries Redundant True 

Positive 
True 

Negative 
False 

Positive 
False 

Negative 

1 49 10 1 0 39 9 

2 200 25 1 0 175 24 

3 1000 100 1 0 900 99 

4 2000 100 1 0 1900 99 

 

Decision Tree Classifier with feature set 2 
 
With Decision tree classifier as model and the same feature 
set the result was quite satisfactory but still it was dropping 
some of very close matches in large dataset. Table 3 denotes 
the results with Decision Tree classifier.  
 

 
Table 3 : Results obtained by combination of Decision Tree 

classifier and feature set including Name, E-mail, Phone Number, 
Title 

S.no Total 
entries Redundant True 

Positive 
True 

Negative 
False 

Positive 
False 

Negative 

1 49 10 10 39 0 0 

2 200 25 20 175 0 5 

3 1000 100 92 900 0 8 

4 2000 100 90 1900 0 10 
 
 

Random Forest Classifier with feature set 2 
 
The result obtained by using Random forest as the model and 
Name, Email, Phone No, Title as the feature set were close to 
the best possible result of the experiments. Table 4 contains 
the  result obtained from the combination. 
 
Table 4 : Results obtained by combination of Random Forest 

classifier and feature set including Name, E-mail, Phone 
Number, Title. 

S.no Total 
entries Redundant True 

Positive 
True 

Negative 
False 

Positive 
False 

Negative 

1 49 10 10 39 0 0 

2 200 25 24 175 0 1 

3 1000 100 96 900 0 4 

4 2000 100 94 1900 0 6 
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Model vs Accuracy graph 
 
The accuracy on the graph is the average of the prediction of 
the combination overs all the dataset it is tested on. Figure 3 is 
the graph obtained as the result of the calculation. 
 

 
 

Figure 3 : Accuracy graph of different classifiers. 
 
Table 5 contains the accuracy values obtained after analysis of 
different models. 

 
Table 5 : Accuracy of each classifier on the dataset. 

Model Accuracy 

Random Forest with feature set 1 37.44681 

SVM_Poly with feature set 2 1.702128 

Decision Tree with feature set 2 90.21277 

Random Forest with feature set 3 95.31915 

 
feature set 1 consist of Address, Name, Phone Number, 
Email, Title and feature set 2 consist of Name, Phone number, 
Email, Title.  
 
 
Model vs F-score graph 

0
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Figure 4 : F-score comparison of all classifiers. 

 

Figure 4 is the plot of precision, recall and f-score of all 
models used and Table 6 contains the values obtained in 
analysis of all models. 

Table 6 : Precision, Recall and F score of all the models. Here 
feature set 1 consist of Address, Name, Phone Number, Email, Title 
whereas feature set 2 consist of Name, Phone number, Email, Title. 

S.no Model Precision Recall F score 

1. Random Forest Classifier 
with feature set 1 

1 0.36 0.529412 
 

2. SVM with Polynomial 
kernel with feature set 2 

 

0.000526 0.01 0.001 

3. Decision Tree Classifier with 
feature set 2 

 

1 0.9 0.947368 

4. Random Forest Classifier 
with feature set 2 

1 0.94 0.969072 

 
6. CONCLUSION 
 
In this paper, the authors presented a machine learning 
approach for CRM data cleaning. The authors experimented 
with three machine learning models viz. SVM, Decision Tree 
and Random Forest. The results showed that the random 
forest model along with the proposed categorization method 
performed well in cleaning CRM data with F-score of 0.96. 
The results also suggest that choosing  proper number of 
features in the feature set is also very important as the 
accuracy changes with the change in  the number of features 
in the training dataset. 
 
7. FUTURE WORK 
 
As open source CRM datasets are not available at present, the 
following enhancements can be done in the proposed work if 
some large open source CRM datasets are available in future: 
1.   Feature set selection is an important aspect of the 

algorithm. With the availability of larger CRM datasets, 
this part can be automatized by developing algorithms that 
automatically selects the best set of features, and  later 
forms later rules according to the feature set. 

2.   Partial matches generated in the process are left without 
any processing due lack of abundant data. These entries 
are the most difficult to separate and need sufficient data 
to find a suitable solution. 

3.  Human intervention is required in case of potential match 
to select the required entry. With availability of large 
dataset this intervention can be minimized to large extent 
by training an algorithm for creating a most updated 
entry. 

4.  Since the algorithm is little time consuming, 
multithreading would resolve the issue. The complete 
algorithm can be redesigned to work faster by dividing 
files in chunks and processing them parallelly. 
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