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ABSTRACT 

Due to the need of discovering the originality of academic 
works. As a result of massive insufficient plagiarism 
information, many academic researchers need to check their 
documents for plagiarism. Most available Plagiarism 
Detection (PD) tools start the detection process with a 
preprocessing stage.  However, some of the PD tools are 
fooled by some misleading punctuation marks, such as double 
quotation. This paper proposes a framework for the 
enhancement of PD based on document cleaning regardless of 
the preprocessing methods adopted and the PD methodology 
being used. An experiment conducted by checking the 
plagiarism on a dataset of research articles, collected from the 
Internet, using iThenticate and the proposed method, the 
proposed method showed an improvement percentage of 68% 
over the traditional method. 

Key words: Plagiarism, detection, Natural Language, pre-processing, 
Limitations, text cleaning, iThenticate. 

1. INTRODUCTION 
According to Oxford Dictionary [1], plagiarism can be defined 
as “The practice of taking someone else’s work or ideas and 
passing them off as one’s own”. The vast amount of material 
published on the Internet makes it easy to use and copy text 
without citing the reference, especially in the academic field. 
However, huge effort was paid for plagiarism detection and 
even plagiarism prevention systems.  

Plagiarism Detection (PD) is one of the Natural Language 
Processing (NLP) applications that aims to recognize 
unethically reused text. Text plagiarism is classified into 
extrinsic (i.e. external) and intrinsic (i.e. internal) [2,3]. 
External plagiarism detection aims to compare a suspicious 
document with a stored database (called source documents or 
reference database), while intrinsic plagiarism detection aims 
to trace the writing style within the same document. Many 
methodologies have been proposed for PD in the literature, 
including machine learning algorithms, citation and 
mathematical content analysis, and similarity-based techniques. 
Most PD techniques, regardless of the method, start the 
detection process with a preprocessing stage. The 
preprocessing stage usually includes text tokenization, stop-
words and numbers removal, stemming, Part of Speech 
Tagging (POST), etc. After preprocessing (suspicious and/or 

source documents), PD tools employ some methodology for 
detecting either extrinsic or intrinsic plagiarism cases. For 
detecting extrinsic plagiarism cases, a PD tool aims to find the 
similarity between the suspicious document and the reference 
database using many techniques, such supervised classification 
algorithms, Cosine similarity measure, Jaccard similarity 
measure, etc. The similarity detection phase can be semantic-
based, considering synonyms replacement using external 
resources such as lexical thesaurus, or term co-occurrence-
based [4] [5]. For detecting the intrinsic plagiarism, a PD tool 
aims to recognize the variation in writing style within the 
suspicious document, this is done by extracting some linguistic 
features that best reflect the author’s writing style [6]. 

On the other hand, the over quoting is a straight replication 
of the exact text from the main source. The quotations types, 
namely, direct and indirect. Direct quotations use the exact 
language. Indirect quotations do not use the exact phrasing 
from the source, this gives limitations such as failure to process 
textual images for match checks [7] [8]. Therefore, there are 
limitation of over quoting PD using common PD tools such as 
iThenticate. 

There are many tools [9-13] available on the internet that 
are used for plagiarism detection such as iThenticate, Turnitin, 
Dupli Checker, Plagiarism Checker, plagiarism detect, 
Plagiarisma.net, Eve Plagiarism Detection System, 
Plagiarism.org, Copy catch.com, heck for plagiarism, Essay 
Verification Engine. Therefore, in this study we used the 
iThenticate [9] as a case study, whereas iThenticate is the most 
trusted plagiarism detection and the first tool used by 
reviewers, researchers and expert writers to check their original 
works for possible plagiarism. 

Although the preprocessing stage generally aims to 
eliminate unnecessary tokens that may be of no importance to 
the detection process, this stage may play a crucial role in the 
detection process and therefore, the results accuracy.  Based on 
this idea, more attention must be paid for this elementary stage 
of PD. 

In this paper, we propose a framework with an additional 
phase, namely, text cleaning, in which the suspicious document 
is passed before tokenization. The text cleaning phase aims to 
remove misleading punctuation marks, namely, double 
quotation. Most PD tools skip text within double quotation 
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from the comparison process, since quoting text (i.e. borrowing 
text within double quotation referring to its source) is 
acceptable and cannot be considered a plagiarism case. 

The paper organized as follows: Section 2 explains the related 
work. Section 3 presents the proposed framework for 
enhancing PD. Section 4 discusses the experiments and 
discussion. Finally, section 5 concludes the paper. 

2. RELATED WORKS 
Many studies have been presented for PD and many methods 
have been proposed for PD improvement in terms of the 
detection methodology itself, but few were dedicated for the 
enhancement of the PD results in terms of the preprocessing 
stage, using traditional techniques such as POST and 
stemming.  

 In this section, we separately review the related literature 
regarding the plagiarism detection systems, the recent problem 
to detect the plagiarism based on the preprocessing/text 
cleaning document, and the solutions.  

In [4], the author proposed a framework solution of the search 
engine to search for discretized and discretized-less Arabic text 
using query expansion techniques. The query expansion has 
been applied using Quran related limited thesaurus. This 
thesaurus contains 100 semantic groups, where each group 
consists of 3 to 6 synonyms, and used 40 diacritic-less queries 
obtained from Arabic native speakers. The authors concluded 
the query expansion for searching Arabic text is promising and 
it is likely that advanced NLP tools can further improve the 
efficiency. As far as we know, in the above context, the 
analysis of pre-processing and text cleaning for documents in 
terms of the plagiarism detection system is needed, as a 
preprocessing phase. Ghanem et al [14] have removed 
diacritics, non-Arabic letters, numbers, and words consisting of 
only one letter. Then named entities were extracted. As the 
proposed system, called HYPLAG, is said to detect both 
verbatim and rephrasing plagiarism cases, the detection process 
continues to apply stemming, part of speech tagging, and 
synonyms replacement. HYPLAG adopted a hybrid approach 
of corpus-based and knowledge-based PD approaches. The 
detection process starts by chunking both suspicious and 
original documents into n-terms sentences, then Arabic 
WordNet was used for extracting synonyms of the suspicious 
document, then the original sentences are ranked according to 
their similarity with those of the suspicious ones. Sentences 
with highest rank are classified as candidates for plagiarism 
and proceed to similarity comparison with the suspicious 
sentences using Vector Space Model (VSM) and TF*IDF 
weighting scheme. Finally, similarity results are classified into 
plagiarism cases or another phase of feature-based semantic 
similarity measurement according to a predefined threshold. 
HYPLAG was said to have 89% success rate. in addition, 
paper [15] presented a mechanism for using the information 
retrieval system in the process of plagiarism detection 

Another PD system proposed for Arabic text by Khorsi et. al in 
[16], called A Two-Level Plagiarism Detection System (2L-
APD), is said to detect both verbatim and rephrasing 
plagiarism cases. The system adopted two modules of 
detection, namely fingerprinting and word embedding, where 

Jaccard and cosine similarity measures were applied 
respectively. The preprocessing phase, which falls in the first 
module, includes tokenization, diacritics, non-letters, and 
stopwords removal, and finally, lemmatization using a tool 
called MADAMIRA. The experimental results showed an 
overall precision rate of (85%) and a recall rate of (87%) on 
ExAraDet-2015 corpus. 

Cherroun et al in [17] have presented two approaches, word 
embedding and machine learning, for detecting different 
plagiarism cases in Arabic text. The proposed approaches are 
said to detect more disguised plagiarism cases than verbatim 
ones. The word embedding approach mainly employed the 
vector space model for measuring similarity among the 
suspicious and original sentences with the use of Term 
Frequency (TF) weighting scheme and POST. While the 
machine learning-based approached employed a set of 
supervised learning algorithms, namely, Support Vector 
Machine (SVM), Decision Trees (DT) and Random Forests 
(RF) for detecting the plagiarism cases. The preprocessing step 
is proceeded by sentence-level segmentation and consisting of 
removing diacritics and non-alphanumeric characters, 
normalizing. A set of experiments were conducted using a 
dataset called Tr-EXARA-2015 corpus, and the results are as 
follows: the best precision and recall by SVM classifier are 
about 0.89 and 0.92 respectively, while the best precision and 
recall values achieved by the RF classifier are about 0.86 and 
0.82 respectively, and the best precision and recall values 
achieved by the DT classifier are about 0.91 and 0.85 
respectively. The best precision value achieved by the word 
embedding approach is about 0.89, while the best recall value 
achieved is about 0.88 [17]. 

In [19], the authors have proposed a parallel cross-language PD 
system. Fuzzy semantic similarity among words was measured 
using two WordNet-based similarity measures. The proposed 
system is said to detect different types of plagiarism, including 
translation plagiarism, in Arabic and English texts. The studied 
documents were segmented into tri-grams and for 
preprocessing, tokenization, stopwords removal, 
lemmatization, and POST were applied. The parallelism came 
from the use of three Big Data technologies, namely, Apache 
Hadoop framework, Hadoop Distributed File System (HDFS), 
and MapReduce programming model. Experimental results 
showed best precision and recall for Fuzzy-Wup equal to 0.54 
and 0.66 respectively.  

Zaher et al in [6] have proposed an unsupervised model for PD 
in Arabic documents, called ASTAP. The proposed model is 
said to handle both handwritten and electronic Arabic 
documents, by using an Optical Character Recognizer (OCR) 
for converting the handwritten to the electronic form.  ASTAP 
works as follows: (1) The detection process starts by 
preprocessing text, which includes tokenization, stopwords 
removal, stemming, and synonyms replacement (2) Then 
queries are generated and submitted to be searched for over the 
web (3) The retrieved documents are then represented in a 
document-tree-structure, where the tree root is the whole 
document, the next level stands for the paragraphs, and the 
leaves level stands for the sentences (4) finally, the suspicious 
document is compared for similarity with the retrieved 
documents on all trees’ levels. The best precision value 
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reported by experimenting ASTAP on three datasets is 0.75. 
Also, for the Arabic document presented in the paper [21]. 

Machine learning was employed in [20] for detecting 
paraphrasing in Arabic documents. A vocabulary corpus of 
words’ synonyms is said to be built with the use of POST and 
Word2Vec representation. The vocabulary corpus creation 
required a preprocessing phase that includes removing 
diacritics, extra white space, titles numeration, punctuation 
marks, special characters, duplicated letters and non-Arabic 
words. Global vector representation is used for the extracted 
features, and Convolutional Neural Network (CNN) is used for 
classifying documents are into plagiarized or non-plagiarized. 
experimental results showed 0.8 precision and 0.82 recall. 
Based on the reviewed studies, the existing enhancements of 
the PD results basically relies on the use of common 

techniques such as POST, stemming, synonym replacement, 
etc. Therefore, we come up with a framework for the 
enhancement of the whole PD process in terms of PD results. 

3. THE PROPOSED MODEL FOR ENHANCING PD 
This section introduces an architecture for enhancing text PD 
effectiveness and discovering the attempted misleading and 
decreasing the rate of plagiarism through the use of double 
quotation by researchers. Figure 1 shows the proposed 
methodology, which consists of three stages: Document 
Preprocessing, PD Process and Plagiarism Results. Document 
pre-processing starts with text cleaning, then proceeds to 
tokenizing, and indexing the suspicious document. While in 
PD Process, the core PD process takes place. Finally, the total 
percentage of plagiarism calculated in the stage of Plagiarism 
Results.  These three stages are discussed below.

Figure. 1: Process of PD System 
Stages of the Proposed Model 

1. Document Preprocessing: In this stage, the incoming 
suspicious document is preprocessed before moving to 
the second stage, it consists of: (a) text cleaning, (b) 
tokenizing, and (c) indexing. 

(a) Text cleaningis the main proposed idea in this study, 
which aims to scan the suspicious document, dedicated for 
removing double quotation (“”)if it has been found. The 
text cleaning step aims to improve the PD results 
regardless of the other preprocessing steps adopted and the 
methodology being used. In some NLP applications, such 
as Information Retrieval (IR) systems, double quotation 
plays an important role of retrieving required exact 
matches [2][4].Nevertheless, in PD systems, the text 
included within double quotation is usually skipped from 

the text comparison process. Ignoring such text may affect 
the performance of a PD system, since quoting is an 
acceptable behavior and does not indicate plagiarism. For 
example, iThenticate [9] successes to detect the following 
intentionally copied sentence within a suspicious 
document such as the paragraph below as an example to 
show the case: 
The approach adopted here is to consider cognitive 
structure from a conceptual heuristic standpoint, which 
differentiates memory 

While it failed to detect it as plagiarized when we added the 
double quotation to the same previous paragraph as follows: 
“The approach adopted here is to consider cognitive 
structure from a conceptual heuristic standpoint, which 
differentiates memory” 
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The previous example addresses how canbe fooling 
automated PD tools using double quotation by people 
committing plagiarism.  

(b) Tokenization: is a mandatory step in almost all NLP 
applications that can be defined as the process of breaking 
a stream of text up into words, phrases, symbols, or other 
meaningful elements called tokens [14].  The resulting 
tokens include stop-words, defined by Lo, et al. as a 
varying list of meaninglessly frequent words, numbers, 
letters from a different language, punctuations and special 
characters, which are usually eliminated from the text [18]. 

(c) Indexing module aims to index the tokens by saving 
each token along with its weight based on some 
weighting scheme. 

2. Inthe PD Process,the PD system deploys the detection 
methodology, such as string matching, classification 
algorithm, etc., for capturing copied text. 

3. In Plagiarism Results stage the framework ends up by 
presenting a percentage of total copying in the suspicious 
text, usually with the source document from which the 
text was plagiarized. 

 
4. EXPERIMENTS AND DISCUSSION 
This section shows the results of the experiment conducted on 
two scenarios, the existing method of current PD tool 
(iThenticate) and proposed method for plagiarism detection. In 
both scenarios, the dataset used a set of research articles 
collected from the web written in English language. The well-
known PD tool has been used in order to achieve and evaluate 
the results of the above mentioned two scenarios, with using 
ten research articles as dataset. 
Scenario 1: 
The dataset is passed to iThenticate. Table 1 shows the results 
of existing methods of current PD tool. 
 
Table 1:Experimental Results of existing methods of current PD 

tool 

Doc. # 
Plagiarism Percentage in Doc.# with 

double quotations “unclean text” 
(existing method) 

Doc.1 10% 
Doc.2 12% 
Doc.3 14% 
Doc.4 6% 
Doc.5 16% 
Doc.6 12% 
Doc.7 15% 
Doc.8 16% 
Doc.9 14% 
Doc.10 12% 

Table 1 demonstrates the results of unclean text in documents 
using double quotation. Therefore, the average results of 
plagiarism for ten articles is 13%. This way the research 
articles could be accepted when submitted for publication. 
 
Scenario 2: 
The proposed PD method is applied to the same dataset used 
for scenario 1.  Table 2 shows the results of this experiment. 
In addition, based on the experimental results, the proposed 
approach succeeds to enhance the PD results, applied on 
iThenticate as a case study. For instance, testing Doc. # 1 
without double quotation using iThenticate for plagiarism 
check shows a total percentage of plagiarism= 37%.  
However, when testing the same document (i.e. Doc.#1) with 
double quotation, the total percentage of plagiarism decreased 
to 10%.  Table 2 shows the results of this experiment. 

 
Table 2. Experimental Results of PDproposed method 

Doc. # 
Plagiarism Percentage in Doc.# 

without double quotations “clean 
text” (the proposed method) 

Doc.1 37% 
Doc.2 67% 
Doc.3 45% 
Doc.4 24% 
Doc.5 44% 
Doc.6 35% 
Doc.7 42% 
Doc.8 38% 
Doc.9 45% 
Doc.10 39% 

 
Table 2 shows the average of plagiarism for ten documents is 
42% without using the double quotation.  With this higher 
similarity the papers will not be accepted for publication 
compared to the results in senario1. Additionally, the average 
improvement can be seen in Figure 2. Using the proposed 
method will enhance the quality of scientific publications.  
The average of improvement can be seen significantly by 
68.86%. 

 
 

Figure 2: Average 68.86% improvement using the proposed 
method 
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5. CONCLUSION 
This paper proposed a framework with a new approach of 
preprocessing text that aims to enhance the PD results. The 
proposed approach, namely, text cleaning is dedicated for the 
elimination of double quotation in the suspicious text. Many 
existing PD tools can be fooled by the double quotation as 
ethical quoting, but some plagiarizers use the double 
quotation, even writing in white color, to fool the automatic 
PD tools. The proposed approach aims to improve the PD 
results regardless of the adopted PD methodology. In the 
experiments, iThenticate has been used as an assessment tool 
for testing the existing and the proposed approach. The 
experimental results show the effectiveness of the proposed 
method in the enhancement of PD results.  
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