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ABSTRACT 
 
Content based image retrieval (CBIR) is ranked among the 
most important domain of image processing. This technique 
allows us to find the relevant images from a query image in a 
very large image database. This approach is based on the 
visual features of the image. Therefore, the choice of these 
features is a very decisive factor for improving the robustness 
and efficiency of the CBIR system. This paper aims at the 
development of a novel technique which is based on the color 
string coding method implemented in the previous work. This 
new technique combines the two color spaces: RGB and HSV, 
and introduces the texture features to improve the results 
obtained previously by increasing the number of relevant 
images  and decreasing  the computational complexity and the 
response time whatever the size of the images. Accordingly, 
the image retrieval is performed using the meta-heuristic 
algorithms. Meanwhile, our system is evaluated based on the 
precision and recall measures. The obtained results show the 
efficiency and the performance of the proposed method 
compared to other CBIR systems. 
 
Key words: Genetic algorithm, color string coding, content 
based image retrieval, simulated annealing. 
 
1. INTRODUCTION 
 
The image retrieval is an image processing technique that can 
be used in many fields of scientific research, such as 
medicine, military, industry, etc... This image processing 
domain becomes very important and necessary, especially 
with the expansion of image databases due to the new 
technologies and the wide use of the internet. 

 
The first technique was based on keywords or tags which is a 
very expensive method, because it requires a laborious 
manual work and time-consuming. Quickly, it appears a new 
technique that is based on the visual features of the image. It is 
the most used and the efficient method so far. Therefore, 

 
 

content based image retrieval (CBIR) is a technique which 
makes it possible to find similar images to a query image (QI). 
This approach uses the color, texture or shape descriptors [1], 
[2], [3].  
 
Therefore, a CBIR system is a system that is able to retrieve 
the most relevant images that are similar to a query image in 
a large image database [4]. In general, the CBIR systems 
follow two important steps. The first one which is an offline 
step consists in the extraction of the visual features of all 
images in the image base and storing them in the features 
database. The second step, which is an online process, is 
performed by extracting the query image features, then 
calculating the similarity measures between the descriptors of 
the database images and those of the query image to get the 
relevant images. Thus, the performance of the CBIR systems 
depends on the features which are extracted, how are used and 
which retrieval algorithm implemented. Figure 1 illustrates a 
diagram of the CBIR system. 
 
2. RELATED WORKS 
 
Many works have been done in this area to improve the 
performance of these CBIR systems. As already mentioned, 
all these works use several visual features of the image at the 
same time. However, merging multiple features gives good 
results, but the response time is high and the calculations are 
too expensive. In recent research, Balaji et al. [5] created a 
CBIR system based on tag clustering. They use the tags which 
are associated with the images to group these latters then 
extracted the image features such as color, texture and shape. 
Therefore, the image retrieval is performed based on the 
membership value in the tag clusters. Rao et al. [6] modified 
the color histogram to get the spatial layout information of 
colors and introduced three histograms: angular, annular and 
hybrid color histograms. Pass et al. [7] used a technique to 
compare images based on the histogram refinement by 
comparing only the pixels in the same classes. Liu et al. [8] 
described a new method based on color difference histogram; 
they defined new descriptor combining edge orientation, 
color and perceptually uniform color difference. 
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Figure 1: Block diagram of the CBIR system 

Singha et al. [9] combined texture and color features that are 
extracted from color histogram and wavelet transformation. 
Also, Nazir et al. [10] extracted color and texture features 
using the edge histogram descriptor and discrete wavelet 
transform. Yue et al. [2] defined a quantification of the HSV 
color space and created feature vectors using the 
co-occurrence matrix. 
 
Ashraf et al. [11] used the bandelet transform to represent the 
image features and applied the artificial neural network for 
image retrieval. Alsmadi [12] fused color, texture and shape 
features; then the similarity measure is calculated using the 
genetic algorithm with iterated local search. According to 
Kushwaha et al. [13], the appropriate and adequate features 
for image retrieval are selected using the genetic algorithm. 
 
Also, and in related domain, Jha et al. [14] used the CBIR 
techniques for historical monuments retrieval. The purpose of 
their work is to create an efficient system based on the 
machine learning techniques to retrieve the correct 
monuments images. They commence by extracting the image 
features which are the color features and Histogram of 
Oriented Gradient texture feature. Then, they performed an 
unsupervised machine learning clustering to avoid the search 
for matching similarity in the whole image dataset. 
 
Lin et al. [15] applied the color string comparison after 
converting the video frames to a color string. In Jenni et al. 
[16], all the images in the database are classified into different 
groups using support vector machine, then the image retrieval 
is done based on a simple similarity measure between strings 
representing images. Machhour et al. [17] modified the 
criteria of the color string coding to increase the difference 
between images by arranging the colors in seven color series 
and applied the genetic algorithm for image retrieval. 
 
3. PROPOSED METHOD 
 
In the work in hand, we implemented a new color coding 
technique to represent the image features, then the 
meta-heuristic algorithms for image retrieval. This new 
approach which is based on the color string coding method 
will increase the number of relevant images and improve the 
response and execution time of the previous methods [15]. 
The proposed CBIR system is presented in Figure 2.   

 
In this method, we begin by extracting the color features, 
performing a segmentation process using the HSV color space 
and calculating the texture features using the gray level 
co-occurrence matrix (GLCM), then applying the new color 
string coding technique to represent the images. Finally, we 
will apply the genetic algorithm and the simulated annealing 
to find the relevant images. The comparison of the obtained 
results using the two algorithms will be done based on the 
precision-recall measurements and retrieval time. 

 
Figure 2: Diagram of the proposed CBIR system 

 

3.1 Color Features Extraction 
The color features are widely used in image retrieval. They 
are very efficient and give good results, especially if they are 
merged with other descriptors. As mentioned in the previous 
work, the first step of color features extraction is to normalize 
the size of all images (e.g. 64×64).  For this, we use the 
bilinear interpolation technique [18] by adding pixels using 
the average of the intensity values of surrounding pixels. This 
technique gives a smoother result than the nearest neighbor 
method [19]. Also, it produces medium-quality results, but it 
is very fast than the bi-cubic interpolation. Next, we create 
three matrices (R, G and B) for each image. Each one contains 
the values of one color: red, green or blue. The goal of this 
separation is to facilitate comparing the three intensities for 
each pixel. 

3.2 Color String Coding 
After creating these three matrices, we compare them element 
by element to determine the color value that will be taken to 
create the final matrix which contains the strongest 
intensities. The previous method [15], [16], determines six 
criteria for coding colors. This method does not specify some 
exceptional cases, and it can assign two characters for the 
same color series. For example, the blue color series can be 
represented by two characters “B” and “C” [16]. In our 
previous work [17], we modified some criteria, and added 
another one to describe all the possible cases in order to 
increase the difference between the strings representing the 
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images in the database. Our codification is based on the seven 
criteria below [17]: 
 

1) if max(R, G, B) = R, take the character “R”; 
2) if max(R, G, B) = G, take the character “G” 
3) if max(R, G, B) = B, take the character “B” 
4) if max(R, G, B) = R and G, take the character “A” 
5) if max(R, G, B) = R and B, take the character “C” 
6) if max(R, G, B) = B and G, take the character “D” 
7) if R = G = B, take the character “E” 

Where, (R), (G) and (B) are the values of the red, green and 
blue colors. 
In this codification, we can see that the blue color series are 
represented only by one character: “B”. Now, we get a single 
matrix which contains only the characters “R”, “G”, “B”, 
“A”, “C”, “D” and “E”. Then, we proceed by concatenating 
all the matrix elements to obtain finally a single string 
representing the image (e.g. "RRRRRCCCCC...BBBGGG”). 

3.3 New Approach of the Color String Coding Method 
As aforementioned, each image is represented by a single 
string. Therefore, the strings become longer with larger 
images. This method gives good results with a relatively 
average execution time if the size of the images is small. The 
execution time becomes very high if we want to apply it on 
large images. Consequently, the first improvement that we 
brought to this method is reducing the response time, 
whatever the size of the images, by reducing the length of 
strings. 
 
The new approach adopted in this work consists of calculating 
the occurrences of each character representing a color series 
in the string. This occurrence value becomes a coefficient for 
each color series. So, whatever the size of the image, we get a 
string of the following form (1): 
 
 1 2 3 4 5 6 7" "R G B A C D E         (1) 
 
Where, ( )i  represents the occurrence values of each color 
series.  
 
For example, an image of size 16×16 becomes a string of 256 
characters, then another string like the following form: 
“80R40G20B50A40C10D16E”. In this representation, we 
obtain a string containing a maximum of 21 characters 
instead of 256. Consequently, we conclude that the string 
length with this approach is much smaller than that with the 
previous coding method [17]. Also, it is clear that the image 
size will not influence too much the final string length. 
However, we can say that this approach brought a 
considerable improvement to the execution time.  
 
Therefore, as a second improvement to our previous method, 
we will introduce other features to increase the number of 

relevant images. For this, we utilize the texture features and a 
simple segmentation technique which is based on the HSV 
color space. We choose these two descriptors because they are 
extracted directly from the RGB color space based on easy and 
simple calculation techniques. 

A. Segmentation Process 
Proposed by Smith in 1978 [20] and designed by computer 
graphics researchers, HSV (hue, saturation and value) is an 
alternative representation of the RGB color space. The HSV 
color space can represent the human color perception and it is 
very close to our visual system. In fact, each image contains 
different objects which have distinct colors (hues) and 
luminosities. Therefore, we can use these features to separate 
different image areas. Also, these features which are the hue 
and the luminosity are expressed as a linear combination of 
the R, G and B channels. In HSV space, the hue and 
luminosity correspond to the two channels which are the Hue 
and Value channels. In this work, we use a simple, quick and 
efficient segmentation method based on a mere thresholding 
applied to the HSV channels. In this segmentation process, 
we begin by converting the RGB color space to the HSV one. 
The easiest method is to use the formulas developed by Su et 
al. [21] as in (2), (3) and (4): 
 
  1 21cos ( ) ( ) ( )( )

2
H R G R B R G G B R B         

  (2) 

 1 (3[min( , , )] ( ))S R G B R G B      (3) 
 ( ) 3V R G B     (4) 
 
Where (R), (G) and (B) represent the red, green and blue color 
values respectively; also, (H), (S) and (V) are the values of the 
hue, saturation and value components respectively. Then, we 
apply a threshold on the Hue and Value channels to separate 
the objects from the background. We get finally two matrices 
containing the new values of the Hue and Value components. 
The threshold value of the Hue and Value channels is chosen 
in this work as the mean of these features respectively. The 
comparison between these values allows us to select the 
adequate element for the next coding step. The comparison 
criteria are presented below: 
 

1) if H > Th and V < Tv, take the character “H” 
2) if H < Th and V < Tv, take the character “V” 
3) if H > Th and V > Tv, take the character “F” 
4) if H < Th and V > Tv, take the character “I” 

 
Where (Th) and (Tv) are the threshold values of the hue (H) 
and value (V) components respectively.  
 
Figure 3 illustrate the original image and the hue and value 
thresholded image. Next, we calculate the occurrences of each 
character (“H”, “V”, “F” and “I”) to constitute a new string 
for this segmentation phase as shown in (5) below: 
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 8 9 10 11" "H V F I      (5) 
 
Where, α8, α9, α10 and α11 are the occurrence values of the 
characters representing the thresholded image. 
 

 
Figure 3: (a). Original (b). Hue and value thresholded image 

B. Texture Features Extraction 
Texture is also an important low level features. This 
descriptor gives more details about specific regions in image, 
especially the arrangements of colors; they interpret a 
homogeneous aspect of the surface of an object in the image 
[22]. In this work we use the grey level co-occurrence matrix 
(GLCM) to extract the texture features [23]. Equations (6), 
(7), (8) and (9) are extracted from the GLCM to describe the 
texture: 
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Where, (N) is the number of grey levels and (pij) is the (i,j)th 
entry in a grey level. 
 
Next, we assign the characters “J”, “K”, “L” and “M” to the 
values of the energy, contrast, entropy and homogeneity 
respectively. Then, we get another string as in (10) below:  
 
 12 13 14 15" "J K L M      (10) 
 
Where, α12, α13, α14 and α15 are the values of the energy, 
contrast, entropy and homogeneity respectively.  
 
The coefficient values of color and texture features are not in 
the same interval, which will influence the retrieval results. 
To overcome this problem, we apply a technique to the texture 
coefficients to bring them to the same color range. 
 

This interval will be between 0 and N where N is the size of 
the image. The new coefficient value (α’i) of the texture 
feature is calculated from the old one (αi) and presented in 
(11) below:  
 

 
7 15

1 12
' * ( )i i j k

j k
   

 
     (11) 

 
Where, αj and αk are the color and texture coefficients 
respectively. 

C. New color string coding formula 
After extracting the color and texture features, performing the 
segmentation process and creating the strings which code 
each descriptor, we concatenate the three strings presented in 
(1), (5) and (10) to get the new string coding formula of the 
image as shown in (12): 
 

 1 2 3 4 5 6 7 8

9 10 11 12 13 14 15

"
"

R G B A C D E H
V F I J K L M
       
      

  (12) 

3.4 Proposed Algorithm 
Classical and common systems use a simple comparison 
method to find the results. As we work in a large population, 
meta-heuristic methods are very efficient in this type of 
problem. In our previous work, we have implemented the 
genetic algorithm which gives good results. In this paper, we 
also apply the genetic algorithm and the simulated annealing 
for image retrieval.  
 
4. PROPOSED META-HEURISTIC ALGORITHM 
 
Over the last years, meta-heuristic algorithms have been 
known as a very efficient and powerful tool in the field of 
research and optimization. Therefore, from a randomly 
generated population, these algorithms exploit the 
competition between the population components to find the 
optimal solution. These algorithms include genetic algorithm 
(GA), ant colony optimization (ACO), particle swarm 
optimization (PSO), gravitational search algorithm (GSA), 
differential evolutionary (DE), simulated annealing (SA), 
etc... In this work, we use the simulated annealing and genetic 
algorithm as a meta-heuristic approach. 

4.1 Simulated Annealing Algorithm 
The simulated annealing algorithm (SA) is developed by 
Kirkpatrick et al. in 1983 [24] which is an optimization 
method based on a physical phenomenon (the annealing of 
solids). Heating a solid and cooling it slowly are the two steps 
of its mechanism. Therefore, the simulated annealing 
algorithm provides good results with a lower execution time 
and low number of iterations. Furthermore, it gives a global 
optimum and avoids getting trapped in a local minimum as 
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mentioned in Dekkers et al. [25]. The pseudo code of the 
simulated annealing algorithm is presented in Figure 4. The 
goal of the simulated annealing is to find a state in the 
solution space which minimizes the objective function.  

4.2 Objective Function 
In the work in hand, we have created our system using a new 
technique which codes each image with a string as described 
in (12). The objective function developed in (13) and used in 
this algorithm is the Euclidean distance between the database 
images and the query image. Consequently, the solution 
which minimizes this objective function contains all the 
information about the relevant image.  

 
15

2

1
( )i qi

i
f  


    (13) 

Where, αi and αqi are respectively the coefficient values of the 
characters representing the database images and the query 
image in (12). 

 
Figure 4: The simulated annealing pseudo code 

 

4.3 Description of the Simulated Annealing Algorithm 
In the proposed algorithm, the solution space (S), is the finite 
set of solutions which are the database images. Therefore, this 
algorithm is a kind of local search which starts with a random 
initial solution (x) which is an image in the database. Then it 
selects a neighbour (x’) of the initial solution and calculates 
the energy level value as in (14) which is a change in the cost 
function (f) developed in (13).  
 
 ( ') ( )E f x f x     (14) 
 
Therefore, we replace the current solution (x) by its neighbour 
(x’) if there is a reduction in the energy level. Otherwise, we 

keep the initial solution. To avoid being trapped in the local 
optima, we accept to move to the neighbour solution (x’) 
despite the increase of the energy level (δE). Whether, this 
change in the solution is accepted or rejected based on a 
probability called acceptance function as presented in (15). 
 
 exp( )E T r    (15) 
 
Where (r) is a random value between 0 and 1 and (T) is the 
control parameter representing the temperature of the 
annealing process.  
 
During these optimization steps, the system cooling is linked 
to the decreasing of the value of the control parameter (T) 
which is based on the cooling factor (φ) as shown in (16): 
 
 *T T    (16) 
                     
The SA algorithm begins with an initial value (Ti) of (T) 
which is relatively high and continues trying at each 
temperature many neighbourhood moves (NT) using an 
iteration counter (n) from 0 to NT. The temperature decreases 
after each iteration of the external loop until reaching the 
final stability temperature (Tf) of (T) where the system 
converges to the optimal solution. 

4.4 Genetic algorithm 
The second algorithm used in this work for image retrieval is 
the genetic algorithm (GA). As presented in our previous 
work [17], the GA is a research method based on the 
evolutionary concept using natural operations in large 
population: selection, crossover, mutation and the survival 
individual [26]. Therefore, the pseudo code and all the steps 
of the GA are presented and explained in [17].  In the work in 
hand, our population is the image database which is 
composed of a set of chromosomes. Each chromosome 
contains a number of genes. As described above, all the 
images in the database are coded using the new color string 
coding method as in (12). Thus, in the GA, all the genes are 
represented by an array which contains the coefficients of all 
the characters in (12). Figure 5 and Figure 6 represent an 
example of a chromosome and a gene respectively. The fitness 
function of the GA is also the Euclidean distance between the 
database images and the query image as developed in (13).  
 
All the parameters setting of the simulated annealing and the 
genetic algorithm implemented in this paper are presented in 
Table 1 and Table 2 respectively.  
 

 
Figure 5: Chromosome of the size 8 
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Where, (g1, g2…g8) are the genes of the chromosome. 
 

 
Figure 6: Gene form 

 
Where, (α1, α2 … α15) are the coefficients of the string 
representing the image. 
 

Table 1: Parameters setting of the SA 
Parameter Value 

Initial acceptance probability 0.7 
Final acceptance probability 0.001 

Initial temperature (Ti) -1/log(0.7) 
Final temperature (Tf) -1/log(0.001) 

Number of cycles (termination criteria) 100 
Number of trials per cycle (NT) 100 

Cooling factor (φ) 0.97 
Control parameter (r) Between 0 and 1 
Solution space size (S) 1000 
Number of solutions 25 

Table 2: Parameters setting of the GA 
Parameter Value 

Population size 1000 
Chromosome size 25 

Termination criteria (number of generation) 1000 
Crossover rate 0.75 
Mutation rate 0.01 

 
5. EXPERIMENTAL EVALUATION AND RESULTS 

5.1 Data sets and experiment 
For the experiment, we choose an image dataset which 
contains a set of varied images. For this, the Corel image 
dataset is the adequate one to evaluate the proposed CBIR 
system. This database contains 1000 images divided into 10 
classes; each of them contains 100 images of the size 384 × 
256 or 256 × 384. These classes are: Africa, buses, mountains, 
horses, buildings, food, elephants, flowers, dinosaurs, and 
beach. Figure 7 presents sample images of the Corel dataset. 
These image classes belong to different field which give us the 
possibility to evaluate the performance of our system using 
different type of images. Also, this image dataset is widely 
used in related works. On the one hand it allows us to test the 
effectiveness of our method; on the other hand it gives us the 
possibility to compare our results with those of the previous 
works. Therefore, the performance of our system is tested 
based on a set of query images chosen randomly from the 
Corel image dataset. For this, we begin by extracting the 
features of the dataset images and storing them in a database 
while respecting an appropriate data structure.  
 

We used color signature to code the images based on the Color 
String Coding method and to apply a segmentation technique 
by converting them into the HSV color space. We applied a 
simple and efficient thresholding technique to the Hue and 
Value channels to extract all the objects in the image. Also, 
the texture features extraction is done using the color 
signature by calculating the GLCM. This latter allowed us to 
calculate the 4 values of the texture which are: energy, 
contrast, entropy and homogeneity.   
 

 
Figure 7: Sample images of Corel dataset 

After performing this features extraction step, we obtained 15 
components, 7 for color, 4 for segmentation and 4 for texture. 
Consequently, our new coding method is developed by 
assigning a unique character to each component as shown in 
(12). Thus, the values of each feature became a coefficient 
which will be used to calculate the distance between the 
images.   
 
For the image retrieval, we choose an image from the data 
base; we extract its features using the same technique 
explained above. Then the SA chooses randomly an image 
from the dataset to start the search, and tries to find the 
neighbours which have the minimum distance from the query 
image based on the decreasing in the cost of the objective 
function. This search process is repeated as the temperature 
decreases until reaching the termination criterion. We repeat 
this algorithm until getting the desired number of similar 
images to the query image. 
 
In the second retrieval method implemented in this work, the 
GA generates a random population from the image base, and 
then composing the chromosomes containing a set of genes 
which represents the number of desired images. The number 
of chromosomes is the ratio of the size of the population and 
the number of images desired. Therefore, these chromosomes 
are subjected to the natural operations: selection, crossover 
and mutation which are repeated until reaching the maximum 
number of iterations to provide at the end the fittest 
chromosome which contains the information of the relevant 
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images. Figure 8 shows some retrieved images from the bus 
query image.   

5.2 Results and evaluation 
In an information retrieval system, especially the image 
search system, we are interested in relevant results. So, to 
evaluate such a system, we look for the precision of the answer 
which 
 

 
Figure 8: (a). Bus query image (b). Some retrieved images 

means the evaluation of research performance. Thus, to 
evaluate the effectiveness of our CBIR system, we calculate 
two measures: precision and recall. These measures are the 
most used methods to evaluate the accuracy of retrieved 
image. 

A. Precision 
Used to determine the accuracy of image retrieval, precision 
(Pr) as developed in (17) is the ratio of the relevant results in 
all images found by the number of images retrieved. 
 

 
Im Re

Pr
Im Re

NumberOfrelevant ages trieved
TotalNumberOf ages trieved

   (17) 

B. Recall 
Recall (Re) as presented in (18) is the ratio of the number of 
relevant results in the set of images retrieved by the number of 
relevant images in the database. It is calculated to show the 
robustness of the image retrieval method. 
 

 
Im Re

Re
Re Im

NumberOfrelevant ages trieved
NumberOf levant agesInDatabase

   (18) 

 
The population size is 1000 and the number of desired images 
is 25. Table 3 shows the average of the recall and precision 
values that was calculated for some query images for all 

dataset classes using the two algorithms: SA and GA. Figure 
9 illustrate the precision measurements for our CBIR system.  
 

Table 3: Recall and Precision measurements 
 SA GA 

Classes Precision Recall Precision Recall 
Africa 0.76 0.19 0.76 0.19 

Mountains 0.76 0.19 0.8 0.2 
Elephants 0.8 0.21 0.84 0.22 
Buildings 0.72 0.18 0.76 0.19 

Horses 0.92 0.23 0.88 0.22 
Buses 0.96 0.24 0.96 0.24 
Beach 0.72 0.18 0.72 0.18 

Dinosaurs 1 0.25 0.96 0.24 
Flowers 0.92 0.22 0.96 0.23 

Food 0.76 0.19 0.8 0.2 
 

 
Figure 9: Precision graph of the SA and GA 

C. Retrieval time  
Another evaluation factor which mentioned in this work is the 
query time. In this study, the experiments are done using a 
computer with Processor: Intel® Core™ I5-6300U CPU @ 
2.40 GHz x 4, 8 GiB of memory and running on Ubuntu 19.10 
operating system (64-bit). The Python 3.7.5 interpreter is 
used for simulation and reporting the retrieval time for the 
two algorithms: SA and GA. Table 4 presents the results 
obtained in terms of precision-recall and response time. 
 
6. DISCUSSION 
 
In this study, we made a comparison of our CBIR system with 
other systems which are created based on different methods. 
We chose these methods for the comparison of our work, 
because they use the same image base which contains 10 
image classes belonging to different domains. This 
comparison allows us to know the performance and the limits 
of our method for each image class.  
 
Table 5 shows the average precision (Pr) obtained in this work 
compared with other CBIR systems for each class.  As the 
results in Table 5 shows, we can clearly conclude that our 
method provides competitive results for some groups of 
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images and better for other groups. But, in general, the 
average precision for all classes shows the efficiency, stability 
and performance of our system. 
 
Also Table 5 presents a comparison of the average recall value 
(Re) of our method with other systems. The results are very 
good compared to most other methods. The recall value which 
is less good compared to the work of Alsmadi [12] and 
Madhavi et al. [27] is due to the choice of the number of 
desired images which is 25 and not to the performance of the 
system. On the other hand, this choice reduces the query time 
and makes our system fast.  
 
As already mentioned above, the average values of precision 
and recall are: 0.844 and 0.211using the genetic algorithm  
and 0.83 and 0.208 using the simulated annealing 
respectively. These results exceed most methods because 
these latters limit the range of the image features. On the 
other hand, our method provides less good results than the 
Alsmdi's method [11] because the author combines several 
features which are color histogram, 8 texture features which 
are extracted from the GLCM and the shape features using 
different techniques such as filters and edge detection 
methods. In this work, we used the color signature to extract a 
set of robust descriptors to describe the image.  
 

Table 4: Retrieval time of the SA and GA 
Meta-heuristic algorithm SA GA 

Average precision 0.83 0.844 
Average recall 0.208 0.211 

CPU query time (s) 5 130 
 

 
The texture features are extracted from the GLCM while the 
segmentation process was developed based on a threshold 
technique applied to the HSV color space. Also the new 
approach of the color string coding method based on colors 
has allowed us to improve the results obtained by the previous 

technique in terms of precision and recall in a fast and 
optimal execution time whatever the size of images. 
 
On the other hand, we have implemented two meta-heuristic 
algorithms which are the SA and GA for image retrieval and 
optimization. These algorithms give efficient results in large 
populations. As shown in Table 4 which presents a 
comparison between SA and GA in terms of precision-recall 
and response time. The genetic algorithms are very powerful 
in research and optimization but with a longer execution time 
while the SA gives competitive results but with a very short 
execution time. Consequently, these algorithms can provide 
better results in much larger populations. Clearly, the 
combination of the new coding technique and the 
meta-heuristic algorithms show the efficiency of our CBIR 
system in terms of precision and retrieval time. 
 
7. CONCLUSION 
 
In this work, we have created an efficient and powerful CBIR 
system based on a new approach of our previous method 
which is the color string coding technique and the 
meta-heuristic algorithms for image retrieval. This study 
brought a big improvement to our previous method in term of 
precision-recall and query time. In the work in hand, we used 
the color signature to code the images by arranging them in 
seven color series, then we performed a segmentation based 
on a thresholding technique applied to the HSV color space, 
and finally, we extracted four texture features from the GLCM 
matrix. Meanwhile, two meta-heuristic algorithms are 
implemented efficiently to provide similar images to a query 
image. The new method of coding images which is based on 

two color spaces (RGB and HSV) and texture combined with  
meta-heuristic algorithms gave competitive results in terms of 
precision-recall and search time whatever the size of the 
images. As already demonstrated, the precision and recall 
values obtained in this study using the GA or SA supersede 
those of several methods and show the efficiency of the 

Table 5: Comparison of results between our CBIR system and other methods based on average precision and recall 
 Lin et al.  

[1] 
El Alami 

[28] 
Machhour 
et al. [17] 

Ashraf et al. 
[29] 

Madhavi  
et al. [27] 

Alsmadi 
[12] 

Proposed 
method (SA) 

Proposed 
method (GA) 

Classes Pr Re Pr Re Pr Re Pr Re Pr Re Pr Re Pr Re Pr Re 
Africa 0.68 0.14 0.70 0.15 0.6 0.15 0.8 0.16 0.828 0.706 0.838 0.73 0.76 0.19 0.76 0.19 

Mountains 0.52 0.21 0.53 0.22 1.0 0.24 0.7 0.14 0.811 0.732 0.82 0.75 0.76 0.19 0.8 0.2 
Elephants 0.65 0.14 0.67 0.15 0.75 0.18 0.9 0.18 0.727 0.533 0.83 0.58 0.8 0.21 0.84 0.22 
Buildings 0.54 0.17 0.57 0.18 0.8 0.9 0.75 0.15 0.632 0.585 0.755 0.62 0.72 0.18 0.76 0.19 

Horses 0.80 0.10 0.83 0.13 0.8 0.19 0.9 0.18 0.951 0.848 0.96 0.85 0.92 0.23 0.88 0.22 
Buses 0.88 0.12 0.87 0.11 1.0 0.24 0.9 0.18 0.846 0.733 0.96 0.75 0.96 0.24 0.96 0.24 
Beach 0.54 0.19 0.56 0.19 0.6 0.15 0.75 0.15 0.892 0.805 0.90 0.815 0.72 0.18 0.72 0.18 

Dinosaurs 0.99 0,10 0.97 0.09 0.6 0.15 1.0 0.2 0.828 0.726 0.99 0.75 1.0 0.25 0.96 0.24 
Flowers 0.89 0.11 0.91 0.11 0.6 0.15 0.8 0.16 0.917 0.647 0.96 0.66 0.92 0.22 0.96 0.23 

Food 0.73 0.13 0.74 0.13 0.6 0.15 0.8 0.16 0.871 0.600 0.87 0.62 0.76 0.19 0.8 0.2 
Average 0.722 0.144 0.735 0.146 0.735 0.179 0.83 0.166 0.83 0.691 0.888 0.712 0.83 0.208 0.844 0.211 
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proposed CBIR for image retrieval in large and varied image 
datasets. In the future, other features and hybrid 
meta-heuristic algorithms will be employed to improve the 
content based image retrieval system. 
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