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ABSTRACT 
 
The three-term Conjugate Gradient (CG) method is employed 
to solve unconstrained optimization problem (UOP) 
according to its efficiency and numerical performances. The 
three-term CG methods used were three-term 
Hestenes-Stiefel (TTHS) and three term new RMIL 
(3TNRMIL). The efficiency of the method is shown through 
comparison with all the three-term CG methods. The original 
three-term is compared with its modified scaling initial 
direction. The total test run involved in the numerical 
experiment was 800 that comprised of 5 test functions. The 
five test functions that were selected were Extended 
Himmelblau, Extended Rosenbrock, Extended White and 
Holst, Extended Beale and Shallow Functions with 
dimensions of 1200, 3000, 6000, and 9000. The performance 
profile is analysed based on number of iteration (NOI) and 
CPU time. Result shows that the modified TTHS performed 
better than the original TTHS and 3TNRMIL.  
  
Key words: Conjugate gradient method, three term, scaling 
CG, unconstrained optimization. 
 
1. INTRODUCTION 
 
The Unconstrained Optimization Problem (UOP) can be 
formulated as: 
min{ ( ) : }.nf x x                           (1) 
In order to generate the sequence of solutions for the above 
UOP, the iterative method of the following is used as below: 

1k k k kx x d                        (2) 
where the step size, 0k   is the step-size. 
 
The CG method is well known as the effective iterative 
method for solving UOP and its search direction kd  is 
generated by   
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2. LITERATURE REVIEW 
 
The CG method is used in order to enhance the behavior of the 
Steepest Descent (SD) method. There are many types of CG 
methods that differ in term of CG coefficient. The list below is 
some of the formula for classical CG coefficient where g is 
denoted as the gradient. Some of the earlier formula for CG 
coefficients that have been proposed and most referred to 
were Hestenes and Stiefel (HS) [1] in 1954, Fletcher and 
Reeves (FR) [2] in 1964, and  Polak, Ribiere and Polyak 
(PRP)  [3] in 1969. 
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It is vital for any CG methods that have been proposed to 
possess global convergence properties and satisfy a sufficient 
descent condition. It is also advantageous if the method could 
fulfil the angle conditions as well as the linear convergence 
rate. Zoutendijk [4] proved that FR is converge globally under 
exact line search, but was later refuted by Powell [5]. The 
shortcomings also resulted from the poor performance which 
may burden the computation time due to large number of 
iterations if using FR method. Meanwhile HS and PRP failed 
to converge globally under exact line search even though their 
numerical performance are better  than FR. Motivated by 
these facts, numerous researches were conducted to improvise 
those three existing CG  with good performances and global 
convergence properties. The modified version could be using 
the alternative step size through inexact line search, the scaled 
CG method and the hybrid CG. Meanwhile, the CG 
coefficient proposed by Rivaie, Mustafa, Ismail and Leong  in 
2012 [6] known as RMIL has been proven to converge 
globally under exact line search for which its performance is 
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in between FR and HS/PRP. The RMIL is given as follows 
[6]:  
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The three-term CG methods are very prevalent among 
researchers due to their good descent and convergent property 
[7]. Reference [8] stated that the purpose of choosing 
three-term CG method is to improve the performance of 
existing CG methods according to their efficiency and 
numerical performance.  

 
Reference [9] proposed a new three-term CG with exact line 
search using CG parameter of FR, HS and RMIL. The RMIL 
method which has been applied into the new proposed three 
term search direction is denoted as 3TNRMIL and performed 
better than FR and HS. 

 
Reference [10] were doing a research on a new three-term CG 
method with exact line search where the initial search 
direction is the scaling of the original SD method. The CG 
coefficient proposed by [11] is adopted in proposing the new 
CG method in [10] because it has been proven to satisfy the 
sufficient descent condition. The following is the modified 
version of CG search direction formula [11] with parameter 

   0,1  : 
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It is agreed that exact line search is expensive and impractical 
[12-14]. Therefore, another option is to employ inexact line 
search to compute a step-length that can reduce the value of f  
at each iteration. Hence the strong Wolfe line search is a 
suitable option to control the inexactness of the line search 
given by the following : 
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            (9) 

 
Generally, a good CG method is independent with any line 
searches. In 2007, Zhang et.al [8] proposed a three-term HS 
(TTHS) CG method with the evidence that it possesses global 
convergence property under the standard Wolfe line search. 
This paper is intended to further analyse the performance of 
the already proven three-term CG methods which are TTHS 
and 3TNRMIL.  The comparison involves the performance of 
TTHS, 3TNRMIL and their modified version by adding the 
scaling initial direction inspired from [11] using Strong Wolfe 
line search. The modified three-term CG of TTHS and 
3TNRMIL are named as Method 1 and Method 2 respectively. 
The general algorithm for the method is presented in Section 
3. The following are the methods used in this paper: 

a) The search direction of TTHS [8] : 
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b) The search direction of 3TNRMIL [9]: 
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c) The modified TTHS named as Method 1: 
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d) The modified 3TNRMIL named as Method 2: 
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3.  ALGORITHM 
 

Step 1: Given 0x , set 0.k   
Step 2: Compute the CG coefficient based on (4) and (7). 
Step 3: Compute the search direction based on (10) to (13). 

    If 0kg  , then stop. 
Step 4: Compute the step size using (9). 

Solve the step size such as the Strong Wolfe line 
search conditions. 

Step 5 : Update new point, 1 .k k k kx x d    
Step 6: Convergence test and stopping criteria.  

If 1( ) ( )k kf x f x   and kg  then stop. 
Otherwise, go to Step 3 with 1.k k   

 
4.  RESULT AND DISCUSSION 
 
In this section, the outcome of the numerical experiment is 
presented. The performance of three-term CG methods were 
compared based on number of iterations (NOI) and CPU time 
using performance profile method proposed by [15]. List of 
test functions is presented in Table 1 with dimensions of 1200, 
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3000, 6000, and 9000. The total test run involved in the 
numerical experiment was 800 that involved 5 test functions 
with 4 large dimensions, 4 initial points, two existing 
three-term CG methods and its modified version with scaling 
of 0.2,0.4,0.6,0.8   . All algorithms were implemented 
under Strong Wolfe line search and using MATLAB R2016a 
software and ran on an Intel® Core i3 with 4 GB RAM 
memory. 
 

Table 1: List of Test Functions and Initial Points 
Test Function Initial Points 

Extended 
Himmelblau 

(10,…, 10), (50, …, 50), (100, …, 
100) 

Extended 
Rosenbrock 

(2, …, 2), (4,…,4), (21,…,21), 
(36,…,36) 

Extended White 
and Holst (-3,…,-3), (3,…,3), (6,…,6), (9,…,9) 

Extended Beale (1,…,1), (3,…,3), (8,…,8), (10,…,10) 

Shallow (10,…,10), (25,…,25), (50,…,50), 
(100,…,100) 
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Figure 1: Performance profile of iteration number 
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      Figure 2: Performance profile of CPU time 
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          Figure 3: Performance profile of iteration number 
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Figure 4: Performance profile of CPU time 
 
 
 

From Figure 1 and Figure 2, it is shown that Method 1 which 
is the method modified from TTHS has the best performance 
in terms of NOI and CPU times. Figure 3 and Figure 4 show 
that the 3TNRMIL has better performance compared to the 
modified 3TNRMIL which is also known as Method 2.  
 
Therefore, it can be concluded that the scaling initial direction 
is not applicable to 3TNRMIL but surprisingly, successful to 
improve TTHS. However, based on literature, the 
performance of HS is better than RMIL. Figure 5 validated 
this fact and confirmed that Method 1 is superior to the 
original TTHS as well as 3TNRMIL. 



Nur Idalisa  et al., International Journal of Advanced Trends in Computer Science and Engineering, 8(1.5), 2019, 91 - 95 

94 
 

 

 
Figure 5: Performance profile between TTHS and 
3TNRMIL method based on number of iteration 

 
Figure 6: Performance profile between TTHS and 3TNRMIL 

method based on CPU time 

5. CONCLUSION AND FUTURE RESEARCH 
The performance of all methods is based on the comparison of 
efficiency performed by the methods based on number of 
iteration and CPU time. The total test run involved in the 
numerical experiment is 800 that involved 5 test functions 
with 4 large dimensions, 4 initial points, two existing 
three-term CG methods and its modified version with scaling 
of 0.2,0.4,0.6,0.8  .  
The researchers would like to recommend further studies on 
the aspect of line search selection and the behaviors of test 
functions.  The need to explore different modified version of 
three-term RMIL CG methods is also highly recommended as 
this will help establish an efficient CG method that fulfill the 
global convergence properties. This is due to the fact that CG 
method can be employed in various application such as a 
training algorithm in neural network apart than the back 
propagation algorithm and Levenberg Marquardt algorithm 
[16].    
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