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#### Abstract

This paper predicts the accuracy of the marine coastal ecosystem health evaluation dataset based on the conducted assessment by the Department of Environment and Natural Resources (DENR). The study conducted is within a marine sanctuary in Malita, Davao Occidental, where fishing is the means of livelihood. The use of data mining techniques can help in the close monitoring of the reefs in the area. The marine coastal ecosystem health evaluation dataset used in this study consisted of seven variables, with 966 instances and were assessed using three data mining algorithms, namely the Naive Bayes, K-Nearest Neighbor (KNN), and C4.5 algorithms. The results of the study show that the Naïve Bayes, KNN, and C4.5 algorithms obtained $91.24 \%$, $98.05 \%$, and $96.86 \%$ prediction accuracies, respectively, where the identified optimal algorithm for prediction is the KNN algorithm. Finally, this study paved the way to determine indicators of a healthy marine ecosystem through mining targets or high economic value fishes.
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## 1. INTRODUCTION

The Tubalan marine sanctuary is located in the municipality of Malita, Davao Occidental. The residents' primary source of livelihood is agriculture and fisheries. It has been a challenge for the community to achieve a healthy marine ecosystem when faced with practicalities of harvesting species in multispecies marine communities.

In the Philippines, among other threats, widespread illegal and legal fishing is responsible for much of the population loss[1].Similarly, the market demand and poverty allow local fisher folks to make more catch without looking at the ecological problem, which may affect brought about by overfishing and eventually harm the environmental balance of the marine ecosystem[2].

Fish abundance in a given area is calculated in terms of total fish abundance or terms of abundance of key fish species or families. The number of fishes per unit area or when combined with size data is calculated in terms of fish biomass (total weight of fish per unit area). This fish biomass gives essential information about the overall trophic structure and reproduction
of fishes in the reef, of which the Biodiversity Management Bureau conducted an assessment under the Department of Environment and Natural Resources through a Fish Visual Census (FVC).

The purpose of FVC is to quantify fish species' size and abundance in an area. It uses a long 50-meter transect line laid underwater down to the shallowest part possible. Fish observed within the estimated 5 meters "box" (belt-transect method) is counted according to abundance and classified according to the community composition of crucial fish species[3]. Data collected from this census can be processed using data mining techniques.

Data mining is a process for efficient extraction and classification of essential information within the dataset[4].This study used the famous data mining algorithms, namely Naïve Bayes, KNN, and C4.5 to evaluate and predict the accuracy of the dataset obtained by the DENR in one of the marine sanctuaries in Davao Occidental, Philippines. The result of this study will aid the department in decision and policy making undertakings in relation to preserving the coastal marine ecosystem in the region and would be added to the literature of data mining particularly the application of Naïve Bayes, KNN, and C4.5 algorithms in fish classification and prediction.

## 2. LITERATURE REVIEW

Fish stocks are traditionally arranged as common property resource that categorizes the variance, weight, and size of fish. It is done to control overfishing and to identify fish groups that are not potential for the commercial market or part as an indicator of contributing to the balance of the ecosystem in a marine sanctuary. Marine over exploitation and excessive fishing have been an issue that affects the marine ecosystem because of the devastation of corals and some fish indicators that help in maintaining the health of the reef[5].

Overfishing contributed an environmental effect, including the number of fish to catch, coral cover, algal cover coastal length, and biophysical activities [6].The effort in maintaining the coastal ecosystem's health is constant monitoring of the population and density of fish, the type of fish, biomass of the fish, and water environment, which can provide a basis for decision making of the stakeholders involved in local and market fishing.[5]-[7].

## 3. METHODOLOGY

### 3.1Datasets

In this study, the data collected from the conducted fish identification assessment are validated and clustered according
to the size (cm), count, trophic group, family, species, name or variety, and the particular group, as shown in Table I below.

Table 1: Sample data from the fish assessment

| Fish Size | Count | Trophic Group | Family | Species | Variety | Group |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 8 | Herbivore | Pomacentridae | moluccensis | DamselFishes | Major |
| 12 | 2 | Omnivore | Chaetodontidae | octofasciatus | ButterflyFishes | Indicator |
| 15 | 1 | Benthic Carnivore | Labridae | mesothorax | Wrasses | Major |
| 11 | 1 | Benthic Carnivore | Labridae | celebicus | Wrasses | Target |

The variable fish size from Table 1 determines the length (cm) and maturity of fish. The variable Count determines the population or density and abundance in an area. Trophic Group variable determines the sustenance of the fish to wit: herbivore, planktivore, carnivore, and omnivore. The variable family refers to the scientific classification family of fish and so the variables species and variety. The variable group belongs to specific categories to wit: (1) Major fish where species in this group has a low commercial value; (2) Target fish which refers to a group of fish with economic significance as they are caught for consumption and commerce; and (3) Indicator fish as fishes that tolerate a narrow range of environmental conditions and could provide information on the present health of the marine ecosystem.

The fish identification was already made based on findings from the initial research conducted by the DENR. To leverage the use of technology, data mining algorithms were used and were instrumental in checking the accuracy of the data. The Naïve Bayes, KNN, and C4.5 algorithms were simulated using the WEKA software application. When classifying the data using Naïve Bayes, simulation results revealed a $91.24 \%$ prediction accuracy of the correctness of classified instances. Further, the KNNalgorithm revealeda high $98.05 \%$ prediction accuracy, and a $96.86 \%$ prediction was obtained using the C 4.5 algorithm. The graphical representation of the correctly and incorrectly classified instances are shown in Figure 1.


Figure 1: Indexed algorithms and percentage accuracies

### 3.2 Naïve Bayes (NB) Algorithm

Naive Bayes Theorem is a formula that calculates a probability by counting the frequency of values and combinations of importance in the historical data. The Bayes theorem is shown in equation (1) below where $\mathrm{P}(\mathrm{c} \mid \mathrm{x})$ is the posterior probability of class (target) with the given predictor (attribute), $\mathrm{P}(\mathrm{c})$ is the prior probability of a class, $\mathrm{P}(\mathrm{x} \mid \mathrm{c})$ is the
likelihood which is the probability of predictor in a given class, and $\mathrm{P}(\mathrm{x})$ is the prior probability of a predictor obtained from the study of [8].

$$
\begin{equation*}
P(c \mid x)=\frac{P(c \mid x) P(c)}{P(x)} \tag{1}
\end{equation*}
$$

| Time taken to build model: 0.01 seconds |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| === Stratified cross-validation $===$ |  |  |  |  |  |  |  |  |  |
| === surnary ==- |  |  |  |  |  |  |  |  |  |
| Correotly Classified Instances |  |  | 844 |  | 91.2432 \% |  |  |  |  |
| Incorrectly Classified Instances |  |  | 81 |  | 8.7568 \& |  |  |  |  |
| Rappa statistic |  |  | 0.8174 |  |  |  |  |  |  |
| Mean absolute error |  |  | 0.0712 |  |  |  |  |  |  |
| Root mean squared error |  |  | 0.2104 |  |  |  |  |  |  |
| Relative absolute error |  |  | 23.97078 |  |  |  |  |  |  |
| Root relative squared error |  |  | 54.657 |  |  |  |  |  |  |
| Total Number of Instances |  |  | 925 |  |  |  |  |  |  |
| === Detailed Accuracy By Class $===$ |  |  |  |  |  |  |  |  |  |
|  | TP Rate | FP Rate | Procision | Recall | F-Measure | mce | RoC Area | prc area | Class |
|  | 0.886 | 0.026 | 0.988 | 0.886 | 0.934 | 0.815 | 0.984 | 0.989 | Major |
|  | 0.973 | 0.096 | 0.759 | 0.973 | 0.853 | 0.810 | 0.984 | 0.944 | Target |
|  | 0.981 | 0.007 | 0.898 | 0.981 | 0.938 | 0.935 | 0.997 | 0.986 | Indicator |
| Weighted Avg. | 0.912 | 0.041 | 0.928 | 0.912 | 0.915 | 0.821 | 0.985 | 0.978 |  |

Figure 2: Simulation result using the Naïve Bayes algorithm
The classification result on the simulated dataset using the Naïve Bayes algorithm is shown in Figure 2. The data obtained revealed a true positive rate of 0.912 correctly classifying 844 instances or $91.2432 \%$ accuracy.

### 3.3 KNN Algorithm

The KNN algorithm is another most commonly used methods for prediction and classification due to its simplicity and efficiency[9]. Figure 3 shows that a 907 correctly classified instances with $98.05 \%$ prediction accuracy were revealed using the KNN algorithm. It has the lowest incorrectly classified instances of 18 or equivalent to $1.9459 \%$. The ROC level when KNN algorithm was used is 0.973 and is lower when compared to the two algorithms.

```
=== stratified cross-validation ===
=== surnary ===
\begin{tabular}{lcr} 
Correctly Classified Instances & 907 & 98.05418 \\
Incorrectly Classified Instances & 18 & 1.9459 8 \\
Rappa statistic & 0.956 & \\
Mean absolute error & 0.0142 & \\
Root mean squared error & 0.1122 & \\
Relative absolute error & 4.7733 & \\
Root relative squared error & 29.129 f & \\
Total Number of Instances & 925 &
\end{tabular}
=== Detailed Accuracy By Class ===
\begin{tabular}{llllllllll} 
& TR Rate & FPR Rate & Precision & Recall & F-Measure & MCC & ROC Area & PRC Area & Class \\
& 0.989 & 0.040 & 0.983 & 0.989 & 0.986 & 0.953 & 0.973 & 0.979 & Major \\
& 0.950 & 0.010 & 0.968 & 0.950 & 0.959 & 0.946 & 0.968 & 0.948 & Farget \\
& 1.000 & 0.000 & 1.000 & 1.000 & 1.000 & 1.000 & 1.000 & 1.000 & Indicator \\
Weighted Avg. & 0.981 & 0.031 & 0.980 & 0.981 & 0.980 & 0.954 & 0.973 & 0.973 &
\end{tabular}
```

Figure 3: Simulation result using KNN algorithm

### 3.4 C4.5 Algorithm

The C4.5 algorithm which is similar to a node structure of a tree [10]was instrumental in classifying the same dataset revealing $96.86 \%$ correctly classified instances and ROC level at 0.989 , root relative squared error of $33.17 \%$, and 29 incorrectly cases classified as shown in Figure 4.

```
Time taken to build model: 0.02 seconds
=== stratified cross-validation ==
=== Surnuary ==-
Correctly Classified Instances }\quad896 96.0649 8 
Incorrectly classified Instances 29 3.13518
Kappa statistic 0.9276
Mean absolute error
Root mean squared error
Relative absolute error
Root relative squared error
Total Nurber of Instances
=== Detailed Accuracy By Class ===
    TP Rate fPRate Precision Recall f-Measure MCC ROC Area PRC Area Class
    0.995 0.095 0.961 
    0.882
W&ighted Avg. 
```

Figure 4: Simulation Result Using C4.5

## 4. RESULT AND DISCUSSION

In the journal of Comparative Analysis of Bayes and KNN by [8],the Bayes Theorem determines the probability of an event occurring given the likelihood of another incident that has already happened with a high incorrectly classified instances of $8.7568 \%$ as compare to KNN and C4.5. The indexed simulation resultsare shown in Figure 5.Incorrectly classified instances denote that some of the fishes of the same variety or name were classified differently in the categorical group and trophic group, such that in the wrasses as shown in Figure 6.


Figure 5: Naïve Bayes Result


Figure 6: Sample Fish Group (Wrasses)
The main advantage gained in employing the KNN method is that the target function will be approximated locally. Since the objective function is approximated locally for each query to the system, systems can concurrently solve multiple problems and deal successfully with changes in the problem arena hereto classifying correct instance of $98.9541 \%$ with less incorrectly classified instances of $1.9459 \%$.


Figure 7: Complexity Comparison
Figure 7 shows that both the KNN and C4.5 algorithms' run-time complexity matches the C 4.5 depth, which cannot be greater than the number of attributes, and has a higher rate of True Positive instances, as well as the combined measures of precision and recall, as compared to Naïve Bayes.

## 5. CONCLUSION

This study analyzes the strength of data mining, particularly the KNN, C4.5, and Naïve Bayes algorithms, to predict the accuracy and evaluate the dataset obtained in the research conducted by the DENR referring to the potentiality of Tubalan Marine Sanctuary. The evaluation and comparison of both researches made by DENR and in this paper are necessary to come up with a satisfactory decision as to the assessment of the coastal marine ecosystem. Findings by the DENR include that most of the "target fish" or fish with high economic value are part of the "indicator fish," which is a factor contributing to a healthy reef. Further, Parrotfish and Surgeonfish were identified as high economic value targets for fishing and, at the same time, a contributor to a healthy reef [11][12]. Without careful
monitoring and the conduct of community awareness in Tubalan Marine Sanctuary, overfishing and degradation of marine habitats might occur. Extent to data mining algorithms used and with various measure metrics, the simulation result revealed a $98.05 \%$ accuracy rate using the KNN algorithm which is higher compared to C4.5 and Naïve Bayes. It denotes that the KNN algorithm is efficient in predicting the accuracy of the novel dataset obtained by the DENR and prior research findings are worthy of implementation and use.
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