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ABSTRACT 
 
Active learning is the key to effective learning in the 
classroom. Analyzing student participation is very critical in 
enhancing learning as well as teaching. Attention is the key 
component in successful learning. However, it is difficult to 
monitor the attention of individual students in the classroom 
by using self-reporting. Furthermore, the use of traditional 
CCTV cameras or video surveillance is intended to reduce the 
effort involved in manual checking as effectively as possible. 
In consideration of these difficulties, the use of machine 
vision to detect student knowledge during the class discussion 
was suggested. In this research, facial recognition is enabled 
by an image that has been obtained from student images. The 
study used three (3) methods to monitor student attention: 
image detection, webcam detection, and video detection. The 
aim of this is to continue to process the video captured using 
traditional CCTV cameras. This will also produce a report on 
student behavior: attention and not attention. The generated 
report of the student behavior was based on attention and 
non-attention level. TensorFlow Lite and Raspberry PI were 
implemented in this study. In the generated report, students 
will be informed of one's participation in the class discussion 
utilizing a time stamp providing details on the behavioral 
activity conducted by the student. Results show that face 
recognition results in an accuracy of 96.7% and the detection 
of attentiveness were also performed. 
 
Key words: Image Detection, Face Recognition, Raspberry 
Pi, Student Attentiveness, TensorFlow Lite. 
 
1. INTRODUCTION 
 
The ability to predict student performance has been the 
subject of growing concern. Knowledge of anticipated 
academic success is also useful feedback for educators and 
school administrators. This knowledge may be used to 
identify and target vulnerable students at risk of dropping out 
or in need of extra care [1]. The cognitive and motivational 

 
 

consistency of classroom learning is of vital importance to 
students' emotions. Positive emotions impact learning by 
influencing student understanding, motivation, use of learning 
methods and self-regulation of learning [2]. Attention is the 
key component in active learning. It is better defined as the 
continued concentration of cognitive resources on knowledge 
while avoiding distractions. Attention or diligence is used to 
characterize the ability to sustain focus during long periods of 
time, such as during classroom lectures. However, the process 
of monitoring the attention of individual students in the 
classroom through self-reporting is difficult. In addition, this 
interferes with the learning process, which is also the case 
with the use of psychophysical data sensors [3]-[4].  
 
Teachers must be able to observe the student's behavior and 
understand the appropriate cues for the student's actual 
involvement in learning activities. Teacher training especially 
the inexperienced teachers can allow to develop these skills 
by using videotaped teaching to highlight which indicators 
should be considered. However, this presupposes that reliable 
measures of student interest in learning are established, and 
video work is planned as efficiently as possible to minimize 
the effort involved in manual coding and video-examination 
[5]. The use of traditional methods is still difficult to track and 
predict student actions, particularly in most circumstances 
where there are many students or in broad areas. One way to 
address these challenges is to use the technological 
advancements made in recent years in fields such as computer 
vision to implement other analytical techniques. 
 
Recent advances in visual sensors and computer vision 
approaches have made it possible to track automatic behavior 
and the emotional state of learners at various levels. In 
addition, the use of machine learning algorithms and deep 
learning are the approaches used in monitoring systems to 
produce excellent results [3]. Many sophisticated algorithms 
can be used on the Raspberry Pi for various applications in 
many areas [6] which can be used to track and include the 
involvement of assessment students in each scenario. The use 
of Face Recognition (FR) and Face Detection are fields that 
have become more relevant in the field of Computer Vision 
(CV) since ancient times [7]. Having these allows integrating 
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such methods in developing a system that will monitor student 
behavior, particularly is the student is attentive or not. 
 
In this study, face recognition is triggered by an image that has 
been collected from student images. The generated data were 
annotated, divided into training and testing datasets using 
TensorFlow. The developed model has been implemented in 
Raspberry Pi. The integrated-in camera was used to capture 
student images while the class was going on. The study 
employed three (3) methods to track student attention: image 
detection, webcam detection, and video detection. The aim of 
this is to continue to process the video captured using 
traditional CCTV cameras. This will also produce a report on 
student behavior: attention and not attention. This will still 
generate a report of the student behavior: attention and not 
attention. Using the generated report, students will be 
informed of one's participation in the class discussion using a 
timestamp providing details on the behavioral activity 
conducted by the student. The results show that this study 
shows successful monitoring of the response in real-time with 
increased recognition levels. In summary, the authors 
proposed a methodology of that integration of the TensorFlow 
lite algorithm and raspberry pi in determining the student 
behavior (attention and non-attention level) inside the 
classroom based on facial behavioral cues. The study 
integrates a face-recognition and behavioral understanding 
that can efficiently monitor classroom events and conduct 
student evaluations.  
 
 
2. REVIEW IN RELATED LITERATURE 
 
The first conventional semi-automated FR system was 
developed in 19601 to locate the characteristics of a person. 
FR is a biometric framework that recognizes an individual 
face in a digital image by analyzing and comparing patterns. 
There are typically three stages in the Face Recognition 
System (FRS); Acquisition is the identification and capture of 
facial descriptions from different angles; Normalization is the 
segmentation, organization, and accuracy of facial 
descriptions; Identification is an example, a rendering of 
unknown facial descriptions and links them to well-known 
identity models [8]. Facial recognition focuses on the origin of 
human facial expression. Spotlight extraction techniques 
identify and focus on a single type of facial spotlight. The 
facial recognition system uses machine-based learning 
techniques to arrange highlights grouped together into one of 
the groups (with an individual) in the database. Face 
Identification is one of the most commonly used forms of 
biometry[9]. 
 
Several studies have been applied to these techniques. For 
security applications, home and building security against a 
human intruder is a common application of face recognition 
using PI[10]. The proper illustrative approach has been 
implemented in such a way that the intrusion detection is 
effective, and the images thus obtained are transparent enough 
that the intruder is visible. The device is designed as a smart 
mirror that provides both knowledge and home security. The 
device is designed to accept touch and smartphone commands 

and the accuracy was measured up to 96% [11]. As part of 
IoT, motion detection and face recognition using Raspberry Pi 
has been used in studies. These are defined in the sense of the 
creation of a network of intelligent solutions for home use that 
can be used as a single stand-alone functional unit or as an 
element of a larger system linked to the Internet of Things 
[12].  
 
Several studies have also shown that raspberry pi can be 
greatly used in other areas. A mobile robot platform with 
Arduino Uno and raspberry pi has been developed for 
autonomous navigation. The mobile robot will travel into 2D 
environments as a line tracker robot with tracking, navigation 
and obstacle-avoidance features [13]. A web-based 
application model to monitor bridge travelers using Raspberry 
Pi has been developed for web-based applications. This is a 
web-based framework for automating travelers in all possible 
movements of its components[14]. A new data logger based 
on Raspberry-Pi to track the locomotion of Arctic 
invertebrates has been developed, tested, and deployed in the 
field for data analysis. The system uses infrared sensors to 
check-in Vivo invertebrates pick up the behavior of the 
locomotive, data is collected for analysis [15]. Raspberry Pi 
has also recently been used in chromatographic analysis. A 
low-cost, open-source wireless strip chart recorder for 
chromatographic detectors using Raspberry Pi was studied. A 
complete user interface to control the device has been created 
to enable the collection, filtering and processing of 
chromatographic data [16]. For the attendance system, an 
implementation of the business architecture of a low-cost 
Facebook status monitoring system is used as an individual 
attendance status via social media status messages. The 
Facebook Graph API was used to view app status 
notifications to show on the LCD screen [17]. It was also used 
in early detection of using raspberry PI, image processing and 
CNN [18]. 
 
In the area of attentiveness detection, the student is either 
inattentive to fatigue or to distraction. The numerous attention 
patterns involved in the classroom are warning, exhausted, 
sleepy, busy, leaving the classroom, disappearing from the 
view of the camera, reacting to sessions, and catch-up [19]. 
Moreover, this was used in attendance monitoring using 
image processing and YOLOv3[20]. Another important 
application of the monitoring behavior was in dam 
construction sites. The feasibility of a real-time monitoring 
system provides prompt analysis support of workers’ behavior 
via ZigBee-based tracking technology [21] and also used for 
object detection [22]. 
 
3.  METHODOLOGY 

3.1 Conceptual Framework 

 
Figure 1: Student Behavior Monitoring Conceptual Framework  
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Figure 1 illustrates the conceptual framework of the study. 
Several images were captured during the three (3) hour class 
discussion using a webcam. Students were instructed to act 
naturally while the collection of data is being done. Figure 2 
below shows the proposed method used. 

 

 
Figure 2.  Proposed Methodology 

 
After data collection, the images were prepared for the 
training and testing phase. The images were annotated and 
split for the training and validation phase.  A simple graphical 
user interface (GUI) was developed for the prediction of the 
student behavior based on facial cues. The system generated 
output was the basis of the detection.  
 

3.2 Dataset and Materials 
The following are the materials used in data generation and 
system development. The system has two main components: 
hardware, software, and dataset. 
 
A. Hardware Components 
The system used Intel Core i7 2.8 GHz with 4.0 GB RAM 
and NVIDIA GeForce GTX 1050. A webcam was used to 
capture images and test the model. 
 
B. Software Components 
Anaconda Python 3.7 was used for the virtual environment 
with CUDA and DNN toolkits versions that are compatible 

with the TensorFlow with GPU. This was run on the Windows 
10 operating system. TensorFlow Light algorithm was used to 
data and training and TensorFlow Lite Optimizing Converter 
(TOCO) was used to create an optimized model. The system 
also used MSYS2 and Visual C++ Build Tools 2015 to create 
a simple GUI for data testing. The GUI has three options 
whether the data is an imported image, video, or live feed. 
 
C. Dataset  
The generation of datasets was accomplished using a webcam. 
The data was collected in the form of an image. The method 
used in data collection and processing is shown Figure 3 
below. 

 

 
Figure 3: Dataset Generation and Preparation 

 
The data collected is a collection of images that includes 
different viewpoints on the faces of each student in a single 
computer lab. A separate collection of data has been obtained 
to ensure that it is accessible enough to be used for training 
purposes. Data were manually annotated and split for the 
training and validation of the model generation dataset. 
 
To order to train a reliable classifier, the training images 
should have random objects to the image along with the target 
objects and should have a range of backgrounds and lighting 
conditions. The label used was labelimg.exe to label the 
images. This was done in the generate_tfrecord.py file in a 
text editor. 
 

 
Figure 4: Creation of label map and configuration 

 
The creation and implementation of the label map is shown in 
Figure 4. The mark used was both attentive and non-attentive. 
Attentive means the student is concentrated and alert, while 
the non-attentive is relaxed. The label map specifies the 
trainer what each object is by mapping class names to class ID 
numbers. Subsequently, an object detection training pipeline 
must be built. This determines which model and which 
parameters will be used for training. 

3.3 Training 

 
Figure 5: Training of Model 

 
Shown in Figure 5 is the steps of training the model. The 
system utilized the TensorFlow Lite algorithm for dataset 
training. Below illustrates the dataset training phase. 
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Figure 6: Dataset Training  

 
Figure 6 shows the training of the dataset. The model created 
was exported for conversion to TensorFlow Lite using the 
export file ssd graph.py script. Training used a GPU-based 
computer system to reduce training time. The model was 
produced after the training. TensorFlow Lite Optimizing 
Converter (TOCO) was used to create an optimized model as 
shown in Figure 7. To build the TensorFlow, MSYS2, Visual 
C++ Build Tools 2015 was established, anaconda, and create 
a TensorFlow-build environment, Bazel, and Python package 
dependencies. The value of the average loss was measured to 
assess if the model is under-fitting or over-fitting.  
 

 
Figure 7: TensorFlow Lite Configuration 

 
3.6 Implementation 

 
Figure 8: Implementation in Raspberry Pi   

 
The model that was developed was applied to each frame from 
the capturing device. The model interface was implemented 
on the raspberry pi desktop as shown in Figure 8. Figure 9 
shows a simple GUI was designed to effectively test the 
functionality of the system. 

 
Figure 9: User Design Interface   

 
 

 
Figure 10: Prediction of Student Behavior  

 
Three options were utilized for the implementation; import 
image, live feed, and import video as shown in Figure 10. The 
produced output a CSV file of the student behavior.  
 

4. RESULTS AND DISCUSSIONS 
Data collected was carried out in a computer laboratory where 
students were told to behave appropriately while class 
discussions were taking place. Image detection, webcam 
detection, and video detection were performed.  Each feature 
of the built GUI has been checked for the functionality of the 
system. 
 
 

 
Figure 11:   Image Detection Test Results 

 
Shown in Figure 11 is the image detection result of testing. 
Each student's face was recognized, and student behavior was 
also detected.   
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Table 1: Test Results of Face Detection 
Input 
Image 

Number of 
Faces in the 

Image 

Number of 
Face 

Recognized 

Face Recognition 
Accuracy 

1 9 9 100% 

2 9 9 100% 

3 9 9 100% 

4 9 7 77% 

5 9 9 100% 

6 9 8 88% 

7 9 9 100% 

8 9 9 100% 

9 9 9 100% 

10 9 9 100% 

 
The results of the face detection of the input images are show
n in Table 1. Images from input numbers 4 and 6 result in 
77% and 88% of facial recognition due to the student's 
location orientation, which is positioned almost in the exact 
position of the student in front of the back. As a result, the 
student's face was not visible to the camera. Because of these, 
four more images were employed to test the system. After a 
total of 10 image testing, the overall testing performed of face 
recognition results to an accuracy of 96.7% 
 
Below are the visuals of the percentage of the actual detection 
of student attentiveness (student 0 – student 8). 
 
 

 
Figure 12:   Student 0 Level of Attentiveness Actual Detection 

 
 

 
Figure 13:   Student 1 Level of Attentiveness Actual Detection 

 
 

 
Figure 14:   Student 2 Level of Attentiveness Actual Detection 

 
 

 
Figure 15:   Student 3 Level of Attentiveness Actual Detection 

 
 

 
Figure 16:   Student 4 Level of Attentiveness Actual Detection 

 
 

 
Figure 17:   Student 5 Level of Attentiveness Actual Detection 
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Figure 18:   Student 6 Level of Attentiveness Actual Detection 

 
 

 
Figure 19:   Student 7 Level of Attentiveness Actual Detection 

 
 

 
Figure 20:   Student 8 Level of Attentiveness Actual Detection 

 
The result of the live feed and video data detection based on 
the thirty-five second time stamp of the three hours total 
length of the class discussion as shown in Figures 12 - 20. 
Every student's face was identified, and every focus was also 
captured. Percentage of attention of each student: student 0 – 
student 8 (subject ID) is the actual measurement if the student 
pays close attention during class discussion. Among students 
6, 7 and 8, the findings indicate that these student faces have 
not been identified at times. Furthermore, the monitoring of 
student conduct was not determined because of this. 
 

5. CONCLUSION 
As shown in the results of the facial recognition, the images in 
input numbers 4 and 6 result in 77% and 88% facial 
recognition due to the orientation of the student's location, 
which is located almost in the exact position of the student in 

front of the back. As a result, the level of attention to these 
students was also affected. Students 6,7 and 8 were three 
students with a low level of concentration from thirty-five 
seconds of monitoring. To overcome these, additional inputs 
were used to check the accuracy of the model. Upon further 
testing, the results show that face recognition results in an 
accuracy of 96.7%, and attention detection has also been 
performed. With these results, this indicates that the model 
generated provides an accurate model. Further class 
discussions can be carried out using this method. On the other 
side, a dome style of camera or an IP camera may be used to 
fix problems in the image capture of the student's position 
orientation. It can be done for future research. 
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