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ABSTRACT 
 
Predictable behaviour of any system is important in order to 
ensure that its performance is always optimal. Researchers 
have used many techniques to model system’s performance 
based on the data collected in many different runs to predict 
the ideal setting for any system. In idea mining, the 
probabilistic weights of the position of idea in a text needs to 
be set for optimal setting. In this paper, an experiment with a 
total of 10,000 runs with different randomly assigned weights 
is conducted for the idea mining model in order to discover 
the optimal setting. Based on the mean average score (MAP) 
score produced in each run, a prediction of the optimal weight 
is discovered by using the curve fitting based on the least 
squares method and the artificial neural network (ANN) 
model. Based on the findings, the ANN model appears to be 
more suitably fit as compared to the least squares method, 
which suggests that the data is nonlinear in nature. 
 
Key words : Idea mining, Text position, Optimization, Curve 
fitting, Artificial Neural Network  
 
1. INTRODUCTION 
 
Innovation has become the key to the success of many 
organizations or nations in order to be competitive in the real 
world. It is driven by the capability of its member or citizen to 
generate an interesting idea and making it work. 
Brainstorming has been used as an effective idea generation 
technique for decades [18]. However, it is both expensive and 
challenging creative process to discover interesting ideas in 
order to solve a problem or to assist in decision making. In the 
process, textual resources such as scientific publications and 
the Web have been utilized as the source for the idea [28], 
[29]. 
 
Idea mining (IM) has been explored as a new task in 
information retrieval (IR) to automatically extract interesting 
idea from text [2]. It is an automatic process to identify new 
and innovative idea from unstructured text by using text 
mining techniques [17]. Through idea mining, a solution to 

 
 

the present problem can be discovered by analysing huge 
number of texts in order to help in decision making. 
Conventionally, a manual process of idea discovery will take 
longer time and huge effort with the possibility of only a few 
of them relevant to the current decision problem. 
 
Abstract in a scientific paper has a consistent information 
structure. Commonly, the abstract starts with a discussion on 
the back- ground of the study, follows by a brief explanation 
of the method used and the description of obtained results at 
the end [15]. Previously, abstract has been considered as an 
ideal representation of a research paper in which the gist or the 
main idea of the paper is summarized in the abstract [19]. It 
was suggested that the most important part of the abstract that 
contains idea is at the beginning of the text [31]. A similar 
suggestion is explained in [4] that an author will start writing 
his/her idea at the introduction (the beginning) before 
emphasizing it by restating the idea at later stage of the text. 
 
Therefore, many researchers in the area of idea mining have 
successfully used the abstract of scientific paper or patent as 
the text resource for identifying idea [1], [20], [29]. As an 
approximation of the entire content of the paper or pattern, the 
abstract provides a more manageable text for computation of 
idea mining model. A further investigation to the feasibility of 
using text position as an additional feature for idea 
identification is conducted through a preliminary study [3]. 
This investigation attempted to discover the position of the 
piece of text that have a higher likelihood to contain the idea. 
In this study, the abstract is equally partitioned into 3 sections, 
the introduction (int), the body (bod) and the conclusion 
(con). Based on the study, it is found that most idea are located 
in either the introduction or the conclusion. 
 
As such, the measurement of the idea of the text should be 
weighted based on its location. For instance, a probabilistic 
weight can be assigned to int, bod and con, referring to the 
sections in the abstract, and if the text is located at a specific 
section, the final idea mining score can be multiplied with the 
weight. Therefore, the weights for int, bod and con can be 
assigned to reflect the importance of each section in the final 
idea mining score. 
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It is problematic to determine the ideal weight for int, bod and 
con. The combination of weights can be set randomly and 
used in the experiment to record the Mean Average Precision 
(MAP) score for each combination. Such method will find the 
combination of weights that produces the best MAP score. As 
the weights are empirically set, it is importance to discover the 
model to predict the ideal weights in order to consistently 
produce the best performance for the idea mining model. As 
such, this paper attempts to investigate the prediction model 
based on curve fitting method and an artificial neural network 
(ANN) model. 
 
The remaining of the paper is structured as follows: A review 
of related work is presented in the following section. Section 3 
elaborates the methods for the optimization of the idea mining 
measurements. Then, the experimental setup, results of 
utilizing fitting mathematical models and ANN model are 
discussed in detail in Section 4. Finally, the conclusion of the 
work is given in Section 5. 
 
2. RELATED WORK 
 
2.1 Idea Mining Models 
Idea mining has been growing as an emerging area in 
information retrieval as more organisation or company focus 
on innovation. As more techniques being proposed for this 
task, they are still limited to the context of technological idea 
within research papers or patents. In particular, most 
researchers focused only abstracts of those papers or patents 
as the textual resources for discovering new idea [10], [13], 
[30]. Aggregation or concatenation of abstracts has been used 
in different researches on idea mining [1], [29]. 
 
The problem of idea mining has been investigated in many 
different settings. Online text has been used as the textual 
resources in automatically detect idea based on text extraction 
[10]. Similarly, an approach based on web mining has been 
investigated in searching for new idea from the Web by 
automatically construct search keywords based on idea 
mining model [28]. The model is derived from the earlier 
proposed idea mining model based on heuristics [29]. An 
approach based on crowdsourcing and text mining for 
discovering new idea has been proposed in [12] which 
requires involvement of many users. In this paper, the model 
in [29] is adopted, which is given by the following equation; 
 

푚 = 푚 +푚 +푚 + 푚
0  (푝 ≠ 푞)  

(푝 = 푞) (1) 
 
The authors in [27] proposed a rule in the form of 
sub-measures of idea mining, which refer to the balancing 
between terms occur most in the new text with the terms that 
similar and occur in both documents mb. Furthermore, the 
ranking of the filtered text is retrieved based on the most 
frequent known and unknown terms occurred mfq and mfu. 
However, the mc sub-measure has not being considered since 
it sets to a standard value (mc = 0). 

2.2 Idea Mining Model Based on Text Position 
A modified idea mining model to capture the term position 
within text phrases is utilized [3], in which a term position 
measure is incorporated into the idea mining model, proposed 
in [29], to enhance the performance. This modified model 
assigned as a probability weight to be incorporated into the 
less considered sub-measure which enables calculating the 
importance of the position for the candidate ideas. 
 
Authors in [3] performed an experimental investigation by 
implementing 10000 combinations and produce a new set of 
random weights based on rules assigned for discovering the 
best ranking. The findings of these experiments have shown 
that the highest MAP obtained when integrating position 
measure highly indicated ideas in conclusion sections more 
than other sections. 
 
2.3 Curve Fitting 
Curve fitting has been widely used for many research 
problems over the years [16]. With the aim to calculate the 
values of parameter that minimize the total errors for data 
points set. The mathematical function representing the data 
will be the one that best fits the data points series. As such, the 
curve produced by the method will model the approximation 
of system’s characteristics [5]. The curve fitting methods have 
been used in many applications such as prediction, growth 
analysis, pattern recognition, image processing, finance et 
cetera. 
 
Currently, there are several curve fitting methods capable of 
modelling complex and non-linear functions. In the case of 
noisy data, a rational fraction polynomial method is suitable 
for global curve fitting problem due to the fact that it is based 
on the least squared error principle [25]. However, it may not 
be the case if it involves large number of varying parameters, 
which can lead to inaccurate results. As it is the case of 
optimisation, a genetic algorithm approach has been used to 
solve the problem [14]. Also, a gradually imposed arbitrage 
restriction method can be used on the fitting of a sequence of 
yield curves to control the errors as a result of the fitting [7]. 
 
2.4 Artificial Neural Networks 
In most cases, curve fitting method is not suitable for 
non-linear data points. In [5], the authors conclude that the 
Artificial Neural Network (ANN) can be used to provide 
fitting calibration of the curves for a multivariate system. For 
the problem of making direct prediction of the width and the 
location based on spectral data, ANN has shown to be 
effective and it is used to calculate the position based on a 
number of measurements data [8]. ANN has demonstrated to 
be faster than any conventional iterative techniques [11]. 
 
By using ANN to make prediction of wind speed hourly, [21] 
developed a method to predict deformation of upsetting 
processes. The method combines finite element and ANN, 
and also views the changes in the deformation in upsetting. 
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Furthermore, in order to provide sufficient smooth non-linear 
equations, Levenberg- Marquardt type algorithms are utilised 
in the problems of unconstrained multi-objective optimisation 
[26]. 
 
3.  METHODOLOGY 
 
In order to find the optimal value for int, bod and con, 10,000 
different combinations of parameter values are randomly 
generated. Each combination is used in the experiment and the 
respected MAP score is recorded. A total of 50 selected 
abstracts from re- search papers are used as the New Text and 
the abstracts of the papers referenced by the New Text are used 
as the Collection Text. The test collection is based on the prior 
study in idea mining [1]. The performance of the model is 
measured by computing the Mean Average Precision (MAP) 
score of the ranked idea produced by the model. 
 
The optimal combination that produces the best MAP score 
can be determined from the experiment, which is 0.19 for int, 
0.13 for bod and 0.67 for con. The process is as depicted in 
Figure 1, and the idea mining model based on text position is 
derived from the model in [1], [29]. 
 

 
Based on the data collected, this paper aims to compute a 
model to predict the optimal values for int, bod and con in 
order to get the best MAP score. Two methods are used for the 
analysis, which are the least squared method for curve fitting 
and the ANN model. 
 
3.1 Curve Fitting: The Least Squares Method 
In this paper, the least squares method is used to generate a 
curve that best represents the data points to be used for 
predicting the optimal value of int, bod or con in order to 
produce the best MAP score, independently. It works by 
determining the coefficient value that will minimize the value 
of Chi-square. The Chi-square is defined as: 
 

            푥 = ∑                 (2) 
    

where y is a fitted value for a given point, yi is the measured 
data value for the point and σi is an estimate of the standard 
deviation for yi. In other words, the best values of the 
coefficients are obtained when the sum of the squared 
distances (y − yi)2 of the fit to the data is minimized while 
giving data points more weight during this minimization 
process that have smaller errors (σ). The sum-of-squares (y − 
yi)2 is the sum of the squares as depicted in Figure 2. The 
Least-Squares method during curve-fitting aims to minimize 
this sum. 
 

 
The least squares method is capable of producing the line 
curve that best fitted to data, which uses linear algebra and 
simple calculus [22]. It is in the form of y = ax + b where,  

x, y are the coordinates of any point on the line 
a is the slope of the line 
b is the y-intercept (where the line crosses the y-axis)  

 
3.2 ANN Model 
One limitation of the curve fitting based on the least squares 
method is that it models the parameters (int, bod, con) 
independently. The model can only predict the best value for 
int, bod or con separately and not in combination. As such, the 
optimal values of all parameter may not be reached.  
Alternatively, the artificial neural networks model is capable 
to solve this repetitive non-linear curve fitting problem. The 
model is able to determine the optimal values of all 
parameters in com- bination and has shown to be much faster. 
In a real-time setting, a special purpose hardware can used to 
implement the model for high speed processing [8].  
 

 
Figure 3: Example of the ANN architecture 

Figure 1: Idea Mining Based on Random Position Weights 

Figure 2: Example of Least-Squares method 
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The neural network is very flexible and versatile tool. In 
general, the network consists of the input layer, hidden layer 
and the output layer as depicted in Figure 3. The hidden layer, 
placed between input and output layer, is the main 
architecture to capture the non- linearity of the model. The 
input layer consists of nodes for int, bod, con and bias, while 
the output layer consists of the node for the MAP score. In 
addition, several other parameters need to be set as part of the 
architecture, which are the training algorithms, maximum 
training time, performance measure, the number of neurons in 
a layer, epochs, gradient and validation checks.  

4. RESULTS AND DISCUSSION 

4.1 The Least Squares Method 
In the present research scenario, curve fitting models are used 
to determine the values of the parameters that make the 
function match the data as much as possible, so that the best 
values of the coefficients are those that reduce the value of the 
Chi-square, which able to model the behaviours of data as an 
Equation 2. In addition, it is to find a mathematical function to 
examine the behaviour of the probabilistic weight (int, bod, 
con) to predict values that is close to the observed mean curve 
of MAP based on idea mining measurement.  In this 
discussion, only the result for parameter con is considered as 
it has shown to be more influential to the performance of the 
idea mining model. 
 
As shown in Table 1, the mathematical fitting curve used 
three equations to estimate the MAP with the maximum 
variant of the best curve equation R2 = 0.70 in the con 
parameter curve.  
 

Table 1: Curve Fitting Statistics 
Number of points 10,000 
Degrees of Freedom 9996 
Reduced Chi-Squares 3.38512E-4 
Residual Sum of Squares 3.38377 
Adjusted R-Square 0.70845 
Fit Status Succeeded (100) 

 
Based on Figure 4, it is difficult to find a mathematical 
equation that capable of calculating the value of MAP because 
of the absence of relations between the variables. For 
example, an attempt to find symmetry between 10,000 
samples for one variable (con) is almost impossible 
mathematically because of the scattered points and the 
absence of mathematically readable relationships; an 
alternative should be suggested using optimization 
techniques.  
 
Therefore, a network to predict the best MAP directly from 
the raw data in a single step process is designed. Thus, neural 
network fitting is another technique that can improve the R2 
by optimizing the input parameter’s weight by providing a 
prediction matrix. It provides methods for solving the iterative 
nonlinear curve fitting issues, as it is shown in [6] works that 
ANN is capable of fitting curves to a multivariate.  

 

4.2 ANN Model 
In this experiment, it is believed that this network is robust 
enough where the input vectors (tested data) are partitioned 
randomly into three subsets. The first subset is the training set 
which is used to update weights and biases according to 
output values of network and targets. The second subset is the 
validation set which is used to terminate the training before 
over-fitting. Lastly, the testing subset is used to predict future 
performance of the network. In general, the training set makes 
up approximately 80% of full dataset, with validation and 
testing (10%, 10%) respectively.  
 
In order to map the random inputs correctly to outputs, the 
standard technique Levenberg-Marquardt (LM) for solving 
nonlinear least squares problems and defined as:  
 
푤 = 푤 − (퐽 ∙ 퐽 + 휆 퐼) ∙ (2퐽 푓푘푒 ), 푖 = 0,1, …      (3) 
 
In more details, Figure 5 represents the process of adopting 
the Levenberg-Marquardt algorithm in the training of the 
ANN model. The first step is to consider the loss, then 
compute its gradient vector and calculate Hessian 
approximation to adjust the damping parameter for reducing 
the loss at each iteration.  

 

Figure 4: The Plot of Fitted Curve for con 

Figure 5: The training process of a neural network with the 
Levenberg-Marquardt algorithm [24] 
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The curves are plotted in Figure 6 which displays the network 
outputs on the targets for training, validation, and test sets. It 
can be seen from Figure 6 that the fit of the network is 
reasonably good for all data.  Figure 6 depicts the curve fitting 
plots based on the data points for all training, validation, test 
and also the overall performance.  It shows a strong 
correlation between them.  For this experiment, the R value is 
very close to 1 (approximately 0.996), which means that there 
is strong correlation between the targets and the outputs. 
 
5. CONCLUSION 
 
The main goal of this study is to optimize predictive 
performance by implementing the previously introduced 
approach of iterative 10,000 weight combinations. This paper 
investigated how to find a mathematical function to examine 
the behaviour of the probability of positions to predict values 
that fit the observed mean curve of MAP based on idea mining 
measurement. This study has used mathematical fitting 
method for identifying the best fitting of the probability of 
positions for MAP prediction. These experiments confirmed 
that the likelihood for the conclusion section to accommodate 
the ideas is high. The research has also shown that neural 
network model could be used to optimize the matrix weight 
for predicting the MAP by given the probability of position 
(int, bod, con). The scope of the experiments was limited in 
10,000 of weights combinations, therefore, there could be 
experiments with more iterative samples [23]. 

 
Figure 6: Plots for ANN Model 
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