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ABSTRACT 
 
Object Detection systems have been growing in the last few 
years for various applications. Since the hardware can not 
detect the smallest objects. Many algorithms are used for 
object detection like Yolo, R-CNN, Fast R-CNN, Faster 
R-CNN, etc. object detection using YOLO is faster than other 
algorithms and the YOLO scans the whole image completely 
at one time. Object detection, which is based on 
Convolutional Neural Networks (CNNs) and it's based on 
classification and localization. An object is detected by 
extracting the features of an object like the color of the object, 
the texture of the object or shape, or some other features. Then 
based on these features, objects are classified into many 
classes and each class is assigned a label. When we 
subsequently provide an image to the model, it will output 
many objects it detects, the location of a bounding box that 
contains every object with their label and score indicates the 
confidence. Text-To-Speech (TTS) conversion is a 
computer-based system that requires for the label are 
converted text-to-speech. The main motive is that the smallest 
amount of objects can be detected object and labeling the 
object with voice for real-time object detection. The final 
model architecture proposed is more accurate and provides 
the fast result of object detection with voice as compared to 
previous researches. 
 
Key words: Object Detection, Object Recognition, 
Text-to-Speech Convert, You Only Look Once(YOLO),CNN, 
R-CNN. 
 
1. INTRODUCTION 
 
In previous research, there are various algorithm to the 
detected object with their label. Object detection is the 
combination of image classification and object localization. In 
image classification is used for classify or predict the class of 
specifying the object in an image. In image classification main 
goal is accurately to identify the feature of an image. In object 
localization is locate the object on an image with the boundary 
box. Object detection is highly capable to deal with multi-class 
classification and localization. 
 
Object detection is a technology that detects the semantic 
objects of an digital images. object detection is a computer 
vision technique that allows us to identify and locate objects in 
an image and accurately labeling with voice and text[1]. With 

this kind of image identification and object localization, object 
detection can be used to count objects in a scene and determine 
and track their precise locations. We can then convert the 
annotated text into voice responses and give the basic 
positions of the objects. 
 
Object detection can be broken down into machine 
learning-based approaches and deep learning-based 
approaches for object detection and recognition,[1] such as 
Support vector machine (SVM), Convolutional Neural 
Networks (CNNs), Regional Convolutional Neural Networks 
(R-CNNs), You Only Look Once (YOLO) model etc., Since 
machines cannot detect the objects in an image instantly like 
humans, it is really necessary for the algorithms to be fast and 
accurate and to detect the objects in real-time object detection 
and recognition. 
 
In real world there are many object detection systems available 
and they are providing such an accurate result too. By this 
survey, we are trying to detect the smallest amount of object of 
accuracy and label with voice. Text-To-Speech (TTS) 
conversion is a computer- based system that divide the two 
module image processing and voice processing module. In 
image processing module, optimal character recognition 
(OCR) has convert the .jpg to .txt format.  OCR has recognize 
the character automatically. In voice processing module has 
convert .txt to speech.  
 
2. RELATED WORK 
 
In table1 shows the summary of related work. 
 

Table 1: Related work 
Paper Method 

-Architect
ure 

–Datasets 

Limitation Output 

Real-Time 
Object 

Detection 
with 

Yolo[2] 

You only 
look once 
(YOLO) 

The algorithm 
is simple to 

build and can be 
trained directly 
on a complete 
image. Region 

proposal 
strategies limit 
the classifier to 

a particular 
region. 

YOLO 
accesses to the 
entire image in 

predicting 
boundaries. 
And also it 

predicts fewer 
false positives 
in background 

areas. 
Comparing to 
other classifier 
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algorithms this 
algorithm is 
much more 
efficient and 

fastest 
algorithm to 
use in real 

time. 
You Only 

Look 
Once: 

Unified, 
Real-Time 

Object 
Detection[

3] 

You only 
look 

once(YOL
O), 

Convolutio
n neural 

network(C
NN), 

PASCAL 
VOC 

YOLO imposes 
strong spatial 
constraints on 
bounding box 

predictions 
since each grid 

cell only 
predicts two 

boxes and can 
only have one 

class. This 
spatial 

constraint 
limits the 
number of 

nearby objects 
that our model 

can predict. 

single neural 
network 
predicts 

bounding 
boxes and class 

probabilities 
directly from 
full images in 

one evaluation. 
It can be 

optimized 
end-to-end 
directly on 
detection 

performance. 

Object 
Detection 

and 
Tracking 

using 
Tensor 
Flow[4] 

OpenCV, 
TensorFL

OW, 
CNN, 

Common 
object in 
context(C

OCO) 

This method we 
will be using 
Tensor Flow 
and OpenCV 
library and 

CNN algorithm 
will be used and 

we will be 
labelling the 

detected layers 
with accuracy 
being checked 

at the same 
time. 

It utilize 
tensorflow to 

join 
information 

from different 
sources and our 

joint 
improvement 

strategy to 
prepare all the 

while on 
COCO. The 

dataset 
measure hole 

between 
recognition 

also 
characterizatio

n. 
Implement

ation of 
Text to 
Speech 

Conversio
n[5] 

Text-To-S
peech 
(TTS), 
Optical 

Character 
Recognitio

n 
(OCR) 

OCR system is 
implemented 

for the 
recognition of 
capital English 
character A to Z 
and number 0 to 

9. Each 
character is 

recognized at 
one time. 

The recognized 
character is 

saved as text in 
notepad file. In 

this work a 
text-to-speech 

conversion 
system that can 

get the text 
through image 

and directly 
input in the 

computer then 
speech through 
that text using 
MATLAB. It is 
cost effective 
user friendly 

image to 
speech 

conversion 
system 

 
3. PROPOSED METHOD 
 
First, consider the overview od datasets used and workflow of 
proposed system will be introduced and then overview of 
datasets used. 
 
3.1 Datasets 

Common Object in Context(COCO) is a large-scale object 
detection, segmentation, and captioning dataset. COCO has 
several features Object segmentation , Recognition in 
context330K images (>200K labeled),1.5 million object 
instances,80 object categories. 

This dataset is used for multiple challenges: caption 
generation, object detection, key point detection and object 
segmentation. We focus on the COCO object detection 
challenge consisting in localizing the objects in an image with 
bounding boxes and categorizing each one of them between 80 
categories. The dataset changes each year but usually is 
composed of more than 1,20,000 images for training and 
validation, and more than 40,000 images for testing. 

 
3.2 Proposed system 
 

 
Figure 1: Workflow of proposed system 

 
In figure 1 shows the proposed system workflow. 
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Input data: We will be using our webcam to feed images at 30 
frames-per-second to this trained model and we can set it to 
only process every other frame to speed things up. 
 
Model: The model here is the You Only Look Once (YOLO) 
algorithm that runs through a variation of an extremely 
complex Convolutional Neural Network architecture called 
the Darknet. Even though we are using a more enhanced and 
complex YOLO v3 model, I will explain the original YOLO 
algorithm. Also, the python cv2 package has a method to 
setup Darknet from our configurations in the yolov3.cfg file. 
 
Training data: The model is trained with the Common 
Object in context (COCO) dataset. You can explore the 
images that they labeled in the link, it’s pretty cool. 
 
API: The class prediction of the objects detected in every 
frame will be a string e.g. “cat”. We will also obtain the 
coordinates of the objects in the image and append the 
position “top”/“mid”/“bottom” & “left”/“center”/“right” to 
the class prediction “cat”. We can then send the text 
description to the Google Text-to-Speech API using 
the gTTS package. 
 
Output: We will also obtain the coordinates of the bounding 
box of every object detected in our frames, overlay the boxes 
on the objects detected with label and voice. 

 
Figure 2: Proposed system 

 
In Figure 2 shows the Proposed system steps followed: 
1. First of all we will be using our webcam/image to capture 

the image as a input data. 
2. Input image are resize the according  to the network 

architecture. 
In Figure 3 shows the Convolutional neural network to scale 
back the spatial dimension to 7x7 with 1024 output channels 
at every location. Convolution neural network has 24 
convolutional layers followed by 2 fully-connected layers[2]. 
Reduction layers with 1x1 filters followed by 3x3 
convolutional layers replace the initial inception modules. 
Most of convolution layer are pretrained using Imagenet 
Datasets. By using two fully connected layers it performs a 
linear regression to create a (7, 7, 2) bounding box prediction. 
Finally, a prediction is made by considering the high 
confidence score of a box. Convolution network check the 
every grid separately and marks the label which has an object 
in it and also mark its boundary boxes. 

 
 

Figure 3: Convolution neural network[2] 
 

3. Apply the YOLO algorithm for detect the multiple object 
using the trained datasets COCO. 

4. The output become a object are detected with label and 
confidence score. 

5. Detected label consider as a image for text-to-speech 
device. label are pass through the text-to-speech device. 

 

In Figure 4 shows the TTS module has contain 2 parts, first is 
image processing module(OCR) and second is voice 
processing module(TTS). In first is image processing module, 
where OCR converts .jpg to .txt form. Second is voice 
processing module which converts .txt to speech. 
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Figure 4: Block diagram of TTS[5] 

 
6. The final output shows the objects are detected with their 

label and confidence score with voice. 
 

3.3 Confidence Score 
 
To evaluate the performance of an object detection. Normally, 
we focus on the accuracy (mean average precision, mAP) and 
consecutive images’ average process rate of objects detection 
per second (Frames per second, FPS). In terms of accuracy, 
there are many different approaches used to evaluate the 
accuracy of a model or an algorithm for object detection, but 
mAP is the primary one. In terms of speed, the FPS is the 
standard one. Before analyzing it, we, at first, have to 
understand some basic concepts such as confidence score, 
IoU, precision, recall and so on for accuracy, and the FPS for 
the speed of performance.  
A basic concept of mAP for an object detector’s accuracy 
evaluation  
 
Confidence score: The reflects the probability that an anchor 
box contains an object. It is usually predicted by a classifier. 

Each grid predicts the boundary boxes with the confidence 
score. It shows the how accurate the predicted object. We 
define our confidence score: 

C = P r (Object) ∗                 
There is no object in grid the confidence score should be 0 to 
1. If there in object in grid the confidence score should be 
equal to IOU between ground truth bounding box and 
predicted bounding box. 
 
Ground truth bounding box (݃ܤt): represents the desired 
output of an algorithm on an input, for example, the hand 
labeled bounding box from the testing set that specify where 
the objects are in the image.   
 
Predicted bounding box (݌ܤ): represents a rectangle region 
generated from model detector that indicates the  
location of the object predicted.   
 
Intersection over union (IoU): an evaluation metric used to 
measure the area encompassed by both the ground-truth 
bounding box (݃ܤt) the predicted bounding box (݌ܤ). In 
figure 5 shows the equation of IOU.  

     
Figure 5: understand the IOU equation[13] 

 

Figure 6: Example of ground truth box and predict box[13] 

 
The figure 6  is an example of detection a person in an image. 
Based on this image we can have a basic understanding of 
IoU.  
  
Threshold: we predefine a threshold of IoU (for instance, 
0.5) in classifying whether the prediction is a true positive or 
a false positive. 
True Positive: A true positive test result is one that detects 
the condition when the condition is present. 
True Negative: A true negative test result is one that does not 
detect the condition when the condition is absent. 

False positive (FP): A false positive test result is one that 
detects the condition when the condition is absent. 
False Negative (FN): A false negative test result is one that 
does not detect the condition when the condition is present. 
 
4. IMPLEMENTATION  
 
The main aim of the proposed system is smallest object are 
detected and the detected object is convert to text to speech. 
the whole implementation is done in python programming 
language. 
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1. Input data image or webcam. camera starts capturing 
frames with the rate of 45 frames per second to the 
algorithm. 

 

 
(a) 

 
(b) 

Figure 7: Input data (a)single object (b) multiple object 
 
2. Resize the image according to network architecture and  

YOLO Algorithm for object detection and used OpenCV 
python library. 

 

 
(a) 

 
(b) 

Figure 8: (a) object are detected (b)console result of detected 
object 

3. Object is detected of an image the apply for text-to speech 
conversion 

 If on object is detect then directly label are convert 
text –to-speech. 

 
Figure 9: Detected object is convert text-to-speech(TTS) 

 
 If multiple on an image: 
- Select a particular object 
 

 
Figure 10: select particular object which has convert TTS 

 
- Object is cropped and assign the label 
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Figure 11: Particulate object are detected with the label 

 
- Label is converted text-to-speech 

 

 
Figure 12: Particular object are convert text-to-speech(TTS) 

 

In Real time object detection: 
 

 
Figure 13:  real time capture the object cell phone is detected with 

the label and accuracy along with voice 
 
 

 

5. COMPARISION AND DISCUSSION 
 
5.1 Comparison of openCV-YOLO and tensorflow-YOLO 

                   
(a)                                                                                                        (b) 

Figure  14: (a) proposed system output using OpenCV-YOLO (b) proposed system graph of detected object 
 



Prinsi Patel  et  al.,  International Journal of Advanced Trends in Computer Science and Engineering, 10(3), May -  June 2021, 1611 – 1618 

1617 
 

 

            
(a)                                                                                                        (b) 

Figure  15: (a) proposed system output using Tensorflow-YOLO (b) proposed system graph of detected object 
 

In figure 14 has shows the 13 object is detected with label and 
accuracy in the image and figure 15 shows the only 9 object is 
detected in the image.   
 
5.2 Loss function in YOLO 
 
It is used to correctness of the center and boundary box of each 
prediction. In YOLO predicts multiple bounding boxes per 
grid cell. To compute the loss for the true positive, we only 
want one of them to be responsible for the object. For this 
purpose, we select the one with the highest IoU with the 
ground truth. The loss function defined as follow: 

 
Classification Loss + Localization Loss + Confidence Loss 

 
Classification Loss: If  an object is detected in image, the 
classification loss at each cell is the squared error of the class 
conditional probabilities for each class[14]: 

   
where 

= 1 if object appears in cell I, otherwise 0. 
(c) denotes the conditional class probability for class c in 

cell i. 
 
Localization Loss: It measures the errors in the predicted 
boundary box with locations and sizes. We only count the box 
responsible for detecting the object[14]: 

 

Where 

= 1 if the j th in the boundary box in cell i is a responsible 
for detecting the object, otherwise 0. 

increase the weight for the loss in the boundary box 
cooridinates. 
 
Confidence Loss: If an object is detected in the box, the 
confidence loss (measuring the objectness of the box) is[14]: 

   
Where  

is the box confidence score of the box j in cell i. 

= 1 if the j th in the boundary box in cell i is a responsible 
for detecting the object, otherwise 0. 
 
If an object is not detected in the box,  the confidence loss 
is:[14] 

 
Where 

 is a complement of  
is the box confidence score of the box j in cell i. 

Weight down  the loss when detecting background. 
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6. CONCLUSION 
 
In this paper, we proposed about YOLO algorithm for the 
detecting objects using a convolution network layer. It is 
conclude the accurate results of object detection using YOLO 
are high compare to others. Object detection with YOLO 
library  which take less time for object detection and highly 
accurate and also the label are convert text-to-speech(TTS) 
conversion is fast. In section 2 shows the YOLO algorithm is  
best for object detection and YOLO has entire image in a 
single instance and high predict the boundary box 
co-ordinates and class probabilities of the boxes. The 
comparison of OpenCV-YOLO and Tensorflow-YOLO 
shows the proposed system are better than existing system. 
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