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ABSTRACT 
 
The most terrifying type of cancer is lung cancer, which is 
treated as very common disease amongst humans. Now a 
days, earlier detection of lung cancer is mandatory in order 
to enhance the survival rate of the afflicted. Earlier detection 
of lung cancer is the area, which is under the radar of most 
of the researchers because with earlier detection the life 
expectancy of the afflicted will be improved. For the last few 
years more of the research is going on to predict the cancer 
at the beginning stages.Here in this work, the raw CT Lung 
images are used which are preprocessed and this system will 
detect the cancerous nodules. In the proposed system Krill 
Herd Optimization algorithm is used to find the optimum 
threshold values by maximizing Otsu’s or Kapur’s objective 
function and the Artificial Neural Network is used to detect 
the cancerous nodules. This technique will assist radiologists 
to diagnose the lung cancer in the earlier stages. 
 
Keywords: Image Segmentation, Krill Herd Optimization, 
Artificial Neural Networks, multilevel thresholding. 
 
1. INTRODUCTION 
Lung Cancer is considered to be the most grave health 
condition, and the lung cancer patient rate of survival is very 
less even though the cancer is detected, because in most of 
the cases cancer is diagnosed in the later stages, So to 
improve the life expectancy of the lung cancer patient earlier 
diagnosis of the lung cancer is a must. Lot of research is 
going on in this area, and simultaneously rate of lung cancer 
casualty is also growing year by year as per the statistics 
almost 90% of the male and 80% of female are predicted 
with lung cancer due to smoking of cigarette [1] 
There are two main categories of lung cancer namely non-
small cell and small cell and there are 4 different stages of 
lung cancer and these stages are identified based on the 
characteristics like size of the nodule and location of lymph 
node. The rate of survival depends on at what stage cancer 
cells are discovered. 
 
The first operation which is used to analyze the acquired 
image is image segmentation, it’s a process of  
 
 

Segmenting an image, among the various image 
segmentation techniques thresholding offers better accuracy, 
robustness and simplicity. Among many thresholding 
techniques available in the literature Otsu’s method and 
kapur’s methods are the two best proven techniques. To 
solve multilevel thresholding here we present a new 
technique called Krill Herding Optimization Algorithm [2].  
 
2. THE METHODOLOGY 
Proposed lung cancer detection system will be consisting of 
enhancing the image, process of feature extraction, 
segmentation and classification. The frame work is shown in 
the following figure 1 
 

 
Figure 1: overall frame work for lung cancer detection system 

2.1. Input CT Lung Image 
 
The first step is to collect the lung CT image from LIDC-
IDRI(LUNG IMAGE DATABASE CONSORTIUM and 
IMAGE DATABASE RESOURCE INITIATIVE)[3][8] 
 
2.2. Image Enhancement 
 
To enhance the CT lung input images Adaptive equalization 
of histogram technique is used, which enhances the image 
contrast and best suited for improving the images by 
eliminating noise at the pixel level [9][10] asshown in figure 
2. 
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The process of enhancing each pixel is done with the help of 
histogram equalization and if noise amplifies and artifacts 
occurs in the boundary region [10,12] of an image then 
contrast limited adaptive histogram equalization is applied  
 

 
Figure 2: (A) Original Image (B) Original Image with Histogram 

Equalization 
 
2.3. Image Segmentation 
 
Multilevel Thresholding 
 
Segmenting a gray level image and generating many 
different regions out of it can be done with the helpof 
Multilevel Thresholding. Using more than on thresholding 
technique to segment the image into bright regions of which 
one will be background and rest will be objects. 
Here in this work, Fitness function for the Krill Herd 
algorithm is proposed on two criteria’s entropy criterion and 
between class variance. 
 
Krill Herd Optimization Algorithm 
 
KHO Algorithm [2] is a novel swam intelligent technique 
which simulates herding behavior of the krill’s individually. 
Fitness function of the krill’s individually is used to identify 
the centers for food.Each krill position can be identified 
depending on Movement induction(Nki), random 
diffusion(Dki) and foraging activity(Fki) of the individual 
krill. The Block Diagram of KHO based image segmentationis 
shown in the Figure 3. 
 
Algorithm 
 
1) Initialize the parameters Imax (max. iteration), 

Nmax (maximum induced speed),Vf (maximum 
foraging 

speed), Dmax (maximum diffusion speed), n 
(number of 

Krill) and X (position of Krill). 
 
2)Repeat Step 3 to Step7 for i = 1 to Imax 
 
3) For each Krill calculate movement 
4) Movement due to other Krill individuals 
 

 

 
 

 
 
Kworst and Kbest  individual krill’s worst and best fitness 
values. 
 

 
 
Step 4.2 Compute sensing distance 
 

 
 
5) Movement due to foraging activity 

 
 
6) Physical Diffusion 
 
7)Genetic Operators 
 
Figure 4 shows three images where the first image is an 
input image Figure 4.a) and the Figure 4.b) is a Filtered 
Image Figure 4.c) is a Segmented Image. 
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Figure 3: Blockdiagram for KHO based image segmentation 
 

 

 
Figure 4: a) CT Image b) Filtered Image c) Segmented Image 

 
2.4. Feature Extraction 
Much of texture data will be present in the lung image which 
is used for determining the unique parts in the image. To 
match the image database lung image patterns must be 
extracted in a noiseless process which will increase the 
quality of matching, which can be accomplished by making 
use of 5HAAR wavelet transform which decomposes the 
image. 
 
The steps to follow are 
 
Step 1: apply haar’s two-dimensional DWT on the input 
lung image till 5-level decomposition is achieved. 
Step 2:  extract the features of the lung image in terms of 
vectors which was provided during level 4 and 5. 
Step 3: feature vectors will be in the binary form. 

Step 4: save the binary code. 
 

 
 
Figure 5: a) Original Image b) Enhanced image 
 
Figure 5.a) shows the Original Image and the enhanced image is 
shown in Figure 5.b) 
 
2.5. Lung Cancer Detection 
 
Artificial Neural Network Based Detection 
 
Network is developed and image Feature vectors are givento 
the ANN as input and the ANN is trained by means of 
already known targets using FFNN. Output of the trained 
network will be tested by assessing its result with the 
expected results [13]-[19]. 
 
2.6. Results 
 
MATLAB is used to design this work and LIDC open 
repository is the source for lung images and Figure 6.a) 
shows Original image and Figure 6.b) shows the masked 
image, Figure 6.c) shows Enhanced image and Figure 6.d) 
shows Bordered Image and finally Figure 6.e) shows the 
image with cancer location. 
 

 
Figure 6: a) Original Image b) Masked Image c) Enhanced Image 
d)Bordered Image e) Cancer location is predicted 
 
3. CONCLUSION 
 
With the help of image processing tumor detection on CT 
lung images is carried out, which enhances the input image 
quality for possible earlier detection of cancer. The proposed 
method uses a novel Krill Herd Optimization Algorithm for 
image segmentation and ANN for detection of the cancer. 
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For earlier detection of cancer on the CT lung images image 
is enhanced using five level HAAR wavelet transform 
technique and KHO Algorithm (Krill Herd Optimization 
Algorithm) for multilevel thresholding is used. This method 
detects the chances of lung cancer occurrence more 
precisely. 
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