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ABSTRACT 

 

Prediction plays a vital role used for strategic and tactical 

decision-making undertaking sthat pave the way for efficient 

and effective management. Prediction is beneficial in HEI 

mining in its continued quest to study on the historical, 

current, and the continuance data relationships for particular 

situations from an educational context. This paper employed 

the famous ARIMA(p,d,q) model in forecasting HEI general 

student enrollment count for S.Y. 2019-2020 to S.Y. 

2024-2025 using the university’s overall enrollment data for 

S.Y. 2011-2012 to 2018-2019. Different p,d,q values were 

tested, and the model with the lowest Akaike Information 

Criterion (AIC) value was used for prediction. The 

simulation result showed that ARIMA(0,2,1) model appeared 

to be the statistically appropriate model to forecast 

enrollment in the university. The forecast showed an 

increasing trend in enrollment for the succeeding school 

years. Future researchers may utilize other data mining 

algorithms and consider the specific prediction of enrollment 

counts per colleges for better enrollment trend analysis and 

knowledge extraction. 

 

Key words: ARIMA algorithm, data mining, forecasting, 

HEI, prediction 

 

1. INTRODUCTION 

 

Data mining (DM) or knowledge discovery (KD) is the 

process of extracting implicit information or knowledge from 

databases that are drawn from the field of statistics, which 

uses mathematical and machine learning techniques and 

algorithms[1]. The application of DM or KD area is 

essentially dependent on the problem the researcher sought to 

answer. The Higher Educational Institution (HEI), being the 

area where DM or KD is commonly applied, is greatly 

concerned with the student’s enrollment data to look for 

patterns and possible influences on student’s decision to 

attend their institution. Prediction, as one of the commonly 

used data mining techniques in the literature, is considered as 

a practical method for HEI management in generating 

 
 

knowledge to be used for decision making [2]. 

Prediction plays an essential role in HEI management as it 

draws inferences relevant for decision and policy-making 

undertakings. The administration and the researchers have 

the leeway to apply prediction on various problems with a 

variety of complexity. Prediction, when used for student 

enrollment, primarily aids understanding for enrollment trend 

analysis, which constitutes knowledge on the significant 

impact of enrollment for revenue outcomes. The generated 

information could influence future strategy and resource 

decisions [3]. Understanding patterns, association, changes, 

significant structures, and anomaly detection are some of the 

benefits perceived after knowledge extraction. 

Student enrollment prediction is beneficial for HEI as the 

knowledge generated could leverage on the use of optimal 

decision-making strategies needed for future planning. 

However, the selection of the correct prediction methods for 

a particular problem is still a quest since data mining 

algorithms to be used are dependent on the availability of the 

HEI data. In this paper, the famous ARIMA(p,d,q) algorithm 

which is a type of time series analysis model is implemented 

since the dataset used is a univariate historical data of 

enrollees from the Cebu Technological University-Barili 

Campus, Philippines, from the school years 2011-2012 to 

2018-2019, obtained from the University’s Office of the 

Registrar. Different ARIMA(p,d,q) models were tested, and 

the optimal model to be used for forecasting was selected 

from it.  

The purpose of this study is to provide a 6-year forecast on 

the number of future enrollment on the abovementioned 

university satellite campus, specifically for the school years 

2019-2020 to 2024-2025. The end result of this study can 

provide the following benefits to wit: strengthen the existing 

admission and retention policies of the campus, make central 

decisions on the university’s long term enrollment 

management strategy, develop an annual marketing and 

recruitment plan, and to determine internal and external 

factors affecting the drop and increase of enrollment, among 

others. The projected enrollment can also serve as a basis for 

proposing additional classroom buildings to meet increased 

demand. Generally, this study is hoped to contribute to the 

two major literatures; (1) on the use of the ARIMA algorithm 
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and (2) on the literature of HEI mining. 

 

2. RELATED LITERATURE 

 

A time series model approach was used in [4] to predict 

student enrollment in basic public schools in Ghana. 

Fifty-four data points were generated from the 1961 to 2014 

enrollment dataset provided by Ghana’s Ministry of 

Education. Findings showed that ARIMA(0,2,2) model 

identified using AIC forecasted increase in enrollment within 

the next five years, with a gradual decrease after each year 

thereof. 

Additionally, [5] described an aggregated enrollment 

prediction approach through support-vector machine and 

rule-based predictive models. The initial predictive results 

are generated by the SVM, which are then fed to a tool called 

Cubist [6], which produces the rule-based predictive model. 

Results of the study show that SVM and Cubist made fairly 

accurate predictions with MAPE ranged from 0% - 11% for 

the SVM model and 2.13% to 15.59% with an average error 

of 5.5% for the Cubist model. 

Data mining techniques were also used in [7] to predict 

student enrollment using Apriori and Naïve Bayes 

Algorithm. The study proposed a system based on data 

mining techniques to recommend an academic track for 

students to take. The study used two prediction models: 

branch prediction and stream analysis. The Naïve Bayes 

algorithm was used to the most suitable track based on a 

student’s answer on a questionnaire. On the other hand, the 

Apriori Algorithm was used to provide suggestions to 

alternative tracks that students could take in case they would 

not opt for the recommended track by the Naïve Bayes 

algorithm. 

In [8], a Seasonal Autoregressive Integrated Moving 

Average (SARIMA) model was used to project enrollment of 

international students at Midwest University. The model is 

represented as SARIMA(p,d,q) x (P,D,Q)swhere p is the 

autoregressive terms, d is the differences, q is the moving 

average terms, P is the seasonal autocorrelation, D is the 

seasonal trend,  Q is the seasonal moving average and s is 

seasonal period. Through this model, seasonality was 

captured through the seasonal enrollment pattern of 

international undergraduate students by semester, using a 

limited fifteen to twenty years of data. The study was able to 

establish a forecasting model using several crucial indicators, 

particularly visa policies, the rapid increase in Chinese 

enrollment, and tuition rate. 

The paper [9] captured enrollment prediction of student 

applicants at a cohort level for the University of New Mexico. 

The dataset used for the prediction was gathered from 2003 to 

2016 through the seasonal enrollment periods of spring, 

summer, and fall semesters. AIC was used to identify the best 

ARIMA model for the series. The SARIMA(0,0,0)x(1,0,3)3 

model was selected as it has the lowest AIC. It was used to 

predict the enrollment at UNM for the year 2017, resulting in 

a reliable accuracy at 80% confidence interval. 

On the other hand, a five-year student enrollment forecast 

was done for the Bolgtanga Polytechnic in West Africa. The 

dataset utilized for the prediction spanned from the years 

2004 to 2018. Forecasting validation tools like AIC, BIC, and 

HQ were employed to identify the best prediction model. 

Upon assessment, it has been identified that the best model to 

be used is ARIMA (1,0,0), as it has the minimum values.  The 

results of the study indicated an insufficient increase in 

students’ enrollment over time [10]. 

The study [11] utilized the ARIMA model to predict 

student admissions at the University of Lagos in Nigeria. 

Data from undergraduate admissions from 1962 to 2016 were 

collected and analyzed. The selection of the best ARIMA 

model has been made using information criteria such as AIC, 

SBC, AME, RMSE, and MAPE through splitting data into 

estimation period and validation period. Findings showed a 

continual increase in student population annually. 

 

3. METHODOLOGY 

 

3.1 Dataset 

 

The datasets used in this paper are the historical data of the 

overall enrollment count from Cebu Technological 

University-Barili Campus, Philippines, constituting the 

general enrollment count of all the colleges from the 

university satellite campus for S.Y’s 2011-2012, 2012-2013, 

2013-2014, 2014-2015, 2015-2016, 2016-2017, 2017-2018, 

and 2018-2019. The datasets were obtained from the 

university’s Office of the Registrar. 

 

3.2 ARIMA Algorithm 

 

The ARIMA(p,d,q) model is used in time series 

forecasting. The p variable denotes the autoregressive order, 

while dis for differenced t times whereas d represents the 

moving average order. The ARIMA(p,d,q) model is shown in 

equation (1) below. 

 

                       (1) 

 

where t,is represented as time index and backshift operator 

for symbol B, autoregressive parameter assigned as    , 

     for MA,    for d value in the ARIMA(p,d,q) model 

and  for white noise[12], [13]. 

 

3.3 Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF)  

 

The basis of ARIMA p and q assignment is determined 

through its ACF and PACF plot. The equation is stressed as: 

 

     
                  

     

          
   

  (2) 

 

where    denotes the ACF coefficient in lag k, and the 

observed period is expressed as t, while observations in 

period t is denoted by   . The  denotes as the mean, and the 

observation in t-k is expressed as     [12], [13]. The 

autoregressive (p) order is represented in the Partial 

Autocorrelation Function (PACF) plot while the 

Autocorrelation Function (ACF) plot denotes the moving 

average (q) of the model. 
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3.4  Akaike Information Criterion (AIC)  

 

In various papers where ARIMA modeling is observed, the 

most appropriate model to be used to forecast is the candidate 

model with the lowest AIC value. The AIC is expressed as 

equation (3) below: 

 

         
    

  
   

   
 

  

 
   (3) 

 where    
 denotes squared residual estimates,T for 

observation size within samples, andn for the estimated 

parameters [14], [13]. 

 

4. RESULTS AND DISCUSSION 

 

4.1 Graphical and Statistical Methods  

 

Fig. 1 shows the time series plot for CTU-Barili’s 

enrollment rate from S.Y. 2011-2012 to 2018-2019. An 

upward trend is evident in the graph, which denotes an 

increasing number of enrollees over the years. 

 
Figure 1: Time series plot for CTU-Barili’s enrollment rate from 

S.Y. 2011-2012 to 2018-2019 

 
Figure 2: Correlogram plot of the dataset 

 

Figure 2 shows the ACF and PACF correlogram plot for 

(MA)(q) and (AR)(p) value for lags 1 to 8. The ACF and 

PACF showeda decaying pattern throughout the lags. The 

ACF is decaying, while the PACF is also decaying but not in 

an abrupt manner. This denotes a zero value for 

autoregressive (p) and a process for the moving average (q). 

Meanwhile, a trend is evident in Figure 1, making the data 

non-stationary, therefore adding value in d in the 

ARIMA(p,d,q) model.  

 

The optimal p,d,q model is chosen based on the model with 

the lowest Akaike Information Criterion (AIC),as shown in 

Tables 1 and 2. 

 
Table 1: ARIMA (0,1,*) selection using AIC 

ARIMA Model AIC 

**0,1,1** 102.1462 

0,1,2 102.0872 

0,1,3 104.0393 

0,1,4 104.4132 

0,1,5 106.1677 

 
Table 2: ARIMA (0,2,*) selection using AIC 

ARIMA Model AIC 

**0,2,1** 94.68104 

0,2,2 95.22491 

0,2,3 97.49976 

0,2,4 100.3610 

 

Assigning 1 to d denotes the adoptive process level while 

assigning 2 to d denotes adoptive trend in addition to the level 

of the process. The ARIMA(0,1,1) has the lowest AIC value 

considering d=1 while ARIMA(0,2,1) has the lowest AIC 

value considering d=2 as evident in Tables 1 and 2. 

 
Table 3: Summary of ARIMA(p,d,q) Model 

ARIMA Model AIC 

0,1,1 102.1462 

** 0,2,1 ** 94.68104 

 

Table 3 shows that ARIMA(0,2,1) model appeared to be 

the statistically appropriate model to forecast the enrollment 

rate of the CTU-Barili Campus for S.Y. 2019-2020 to 

2024-2025. The model established the lowest AIC value and 

is optimal for prediction. 

 

 
Figure 3: The forecasted number of enrollees for the succeeding 

school years 

 

Figure 3 shows the graphical representation of the 

forecasted enrollment data of the CTU-Barili Campus, with 

its 95% confidence interval using the ARIMA(0,2,1) model. 

An increasing trend is projected from S.Y. 2019-2020 

onwards with the specific forecasted values for S.Y. 

2019-2020 to 2024-2025, as shown in Table 4. 

 
Table 4: Forecasted enrollment number with a 95% confidence interval 

School Year Forecast Lo 95 Hi 95 

2019-2020 2,350 1,697 3,003 

2020-2021 2,616 1,692 3,540 

2021-2022 2,918 1,786 4,049 
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2022-2023 3,256 1,949 4,562 

2023-2024 3,630 2,169 5,090 

2024-2025 4,040 2,440 5,640 

    

5. CONCLUSION AND RECOMMENDATION 

 

In this paper, the optimal ARIMA(p,d,q) model was 

identified to forecast the future enrollment trend at Cebu 

Technological University-Barili Campus, Philippines, for the 

school years 2019-2020 to 2024-2025. The ACF, time 

difference and the PACF process were identified in order to 

come up with an appropriate model for prediction. The 

selection of the model with the lowest AIC value was 

observed in order to come up with the best model. The 

simulation results showed that ARIMA(0,2,1) model was 

identified as the best ARIMA(p,d,q) model to forecast 

enrollment in the HEI. The forecast showed an increasing 

trend in enrollment for the succeeding school years. Future 

researchers may consider predicting specific enrollment 

counts per colleges for a better understanding of enrollment 

trend analysis and knowledge extraction. 

It is recommended that the use of data mining techniques 

and algorithms [15]–[27] be observed for further knowledge 

extraction. 
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