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ABSTRACT

J48 algorithm was utilized in this study to predict the
performance rate in the Board Examinations for Teachers
Education program (LET) of the secondary teacher education
graduates. To develop the model, the raw scores in the college
entrance examination as well as the general average (GA) in
the core subjects, professional subjects, and common subjects
were considered. Likewise, the performance in the LET
review and in the actual LET Board, whether pass or fail were
also taken into consideration. A total of 348 examples was
deliberate came from 2012 to 2017 list of graduates. The
pruned tree summed up to 16 utilizing 10 leaves. The Kappa
value was established to be 0.8195 meaning an almost perfect
agreement. In other words, all of the categorized instances by
the researcher-developed J48-based academic analytics
model had closely matched the actual count data. Hence,
predicted failures, could be promptly given appropriate
intervention programs by the dean and the professors in order
to enhance the scores and GA of students. By so doing, the
success rates in the LET will be improved. The J48 algorithm
was tested at Aklan State University (ASU) [1] due to the
absence of a data-mining system that could predict success in
the LET. Therefore, the sets of data used in this study were
from ASU specifically in Kalibo Campus. In its entirety, this
study might help in determining the success rates of graduates
in the LET that could eventually help in the accreditation of
teacher education programs.
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1. INTRODUCTION

The essential for 21stcentury abilities prompted the
Philippine government to revise its educational learning,
covered of 6 years in basic level and 4 years in secondary
level. [2]. To warrant that Filipino graduates could have the
basic skills and be academically equipped when joining the
workforce, Republic Act No. 10533 otherwise known as the
Enhanced Basic Education Act of 2013, was signed and
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approved [3]. In this law, the Senior High School program
was added. As a result of the addition of two more years in
basic education, 81,000 qualified teachers were needed by the
Department of Education (DepEd) in 2018 [4]. However, in
order to be hired, teacher graduates must pass the LET [5].

In the Philippines, the Teacher Education Program were
producing many graduates who flanked in the LET [6].

The foregoing prompted the researcher to develop a
predictive academic analytics model to help students increase
their success rates in the LET. Also, by using the
researcher-developed J48-based academic analytics, more
HEIs could be presented with simple yet conscientious
decisions relative to the identification of teacher education
students who are most likely to fail in the LET. This study was
reckoned to be timely since the appraisal of students’ success
rates in the LET could help HEIs demonstrate that they are
meeting high standards.

Moreover, academic studies in the country had revealed more
LET flankers than passers [7]. Because of this, the researcher
finds this study very timely too, due to the current
modifications in the teacher education curriculum as an
offshoot to the addition of two more years in senior high
school program.

2. REVIEW OF RELATED LITERATURE

Baradwaj and Pal (2012) utilized data mining to learn the
performance academically of students [8]. They collected the
attendance, class test, seminar and assignment marks from a
data set of 50 MCA (Master of Computer Applications)
students of the VBS Purvanchal University, Jaunpur (Uttar
Pradesh), India, from 2007 to 2010, in order to predict the
student’s performance by the end of each semester. They
mentioned that at the time of their study, the three widely used
decision tree learning algorithms were ID3, ASSISTANT and
C4.5. They developed their data mining technique utilizing
ID3. They reported that their study would help both students
and teachers improve the academic performance. They
further reported that their system could identify students who
are in need for intervention and therefore help in the
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reduction of failures via the application of appropriate action
for the next semester examinations.

Mock board exam and general average in the common
subjects and core subjects were found to be substantial in
forecasting success in the LET. This was established in a
study by Tarun, Gerardo, and Tanguilig 111 (2014) when they
applied the PART and JRip classifiers of WEKA [9]. They
established that if ever the pre board exam result was below
34% of the overall results, there would be a failure in the LET,
Likewise, they forecasted failure in the LET for a fair or fairly
good GA in the whole common subjects. Their study was
conducted at Isabela State University and their respondents
took a review and finally took the LET board examination on
September 2013.

In the 2017 study of Dagdag, Sarmiento, and Ibale [10] they
disclosed that a college degree program audit status might
predict board exam result in major or professional subjects.

Rustia, Cruz, Burac, and, Palaoag [11] studied five models of
data mining algorithms in 2018, to find out which of these
data mining algorithms could precisely predict student’s
success in the LET. These were: Logistic Regression, NN,
SVM, Naive Bayes, and C4.5 (J48) Decision Tree. The
authors reported that among these models, the C4.5 (J48)
accurately predicted success in the LET at a 73.10% accuracy
level.

In the 2017 study of Undavia, Patel, and Patel [12], they
reported that in order to maintain student growth and good
reputation, HEIs had to come up with unique and creative
ideas for creating a good image. They also disclosed that HEIs
had adopted analytics-based methodologies to be more
effective and that it became obligatory for HEIs to adopt
analytics approaches with functional and practical values.

Caluza [13] created in 2018 a data mining model that
forecasted competence among ICT teachers utilizing J48
algorithm. His model had a cross-validation technique that
indicated a 92.78% accuracy with AUC weighted mean that
was 92.4% correct. He said that his research could be
benchmarked during the development of a software for the
determination of competence among ICT teachers.

Al luhaybi, Tucker, and Yousefi (2018), attempted to apply
J48 (C4.5) decision tree and Naive Bayes classification
algorithms to evaluate the performance of students in HEIs
[14]. They tried to identify key features that affected the
prediction process based on a combination of admission
information, module-related data and first year final grades of
the second year computer science student datasets at Brunel
University London for the academic year 2015/16. They
established that a predictive model could identify the low,
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medium and high risks of failure of the students. They
mentioned that this prediction model would help teachers to
make appropriate interventions in order to assist high-risk
students.

Lumauag [15] created in 2019 aims to develop a decision
support model for personnel selection by using the C4.5
Algorithm. The decision support model was implemented by
simulating the 110 applicant’s record and it was evaluated in
terms of accuracy, error rate, precision and recall.

J.Clarin, C.Sta. Romana and L.Feliscuzo (2019, p.193) and
(2020, p. 143) [16], [17] had established a predictive analytics
system using Decision Tree Algorithm. The main focus of
their study was to forecast the performance of graduates in the
teacher education program.

The above-cited studies had helped the researcher in the
development of the J48-based academic analytics system that
could forecast the performance in the LET. Furthermore, this
current study had established that academic status in the
common education subjects, professional subjects, university
admission test results and interview results, might be used to
determine the LET performance.

3. METHODOLOGY

This study applies the Enowledge Discovery in Databases
(EDD) principle [12]. KDD is a process of identifying valid
and understandable pattems in data. According to the EDD
principle, the discovered pattems are valid for a new
ascertained data. The KEDD process is presentedin Figure 1.

Data Interpretation/

s Pre- ’Trans~
election processing formation Mining Evaluation
& % Vv %

Target Preprocessed | Transformed Patterns Knowledge
Data Data Data

Figure 1: The Process of KDD

In this study, the classification algorithm used was J48-based.
[19]. J48 algorithm was utilized to demonstrate and represent
the phases when predicting success in the LET. The phases
are shown in Figure 2.
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Figure 2: The J48-Based Algorithm

3.1 The J48-Based Algorithm

J48-Based algorithm was applied in this research to develop
the decision tree. The data set was divided into training and
testing set. These data were classified as: university
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admission test result; GA in core subjects, professional
subjects and common subjects; participation in the LET
review; and the result of LET board exam. The J48-Based
algorithm was preferred based on Seringel [20], it can solve
almost of the complications and problems in ID3. Moreover,
J48 does not over-fit the data so it could create more
generalized trees. Also, the J48 algorithm can transform from
continuous to nominal attributes.

Calculating for the global entropy

The method used for the prediction of *will pass” decision
and process for the gain ratios are shown below.

1. Process for the caleulation of global entropy for
passed and failed decision:

n
— Z Plvalue; ). logy( Plvalue;))

i=1
= Z —p(I).logap(T)

= —pl(Passed).logap( Passed) — p( Failed).l ogap( Failed)

() () ()

Where:

Entropy(Set) = I{Set) =

Entropy( Decision)

a = nstances for Paszed decision

b = instances for Failed decision

¢ = instances forvaluesin a nomnunal attrbute
n=munber of cases being studied

2. Caleulation forthe gain ratios

Z|,|

= Entropy(Decision) — SplitIn fo(A)

Splitinfoqlc)

Gain(A)
Gain(A)

GainRatio(4) = ———
Splatinfo(A)

3.2 Parameters & Numerical Range Equivalent

Table 1 displays the parameters set for the training data
zets of this study and the mmnerical range equivalent. This
was based on AST grading system.

Table 1: Numerical Range Equivalent and its Parameters

Entrance Exam Result

Parameters Grade Ratings /Numerical Equivalent
Very Good 90% —100%
Good 80% —89%
Poor 79% and below

Academic Performance (GWA)
Parameters Grade Ratings Numerical Equivalent
Very Good 90% - 100% 20-10
Good 80% - 89% 30-21
Poor 79% and below 31-50

Attributes Used

1. University Admission Test (EntranceExam):
Tells the results of the incoming freshmen in the
admission test.
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2. Core Subjects (Specialization): the GA in all
core subjects in the whole program.

3. Professional Subjects (ProfEd): the GA in all
professional subjects in the whole program.

4. Common Subjects (GenEd): the GA in all
common subjects in the whole program.

5. Board Review (LETReview): The participation
during the Board Review either passed or failed
(Passed/Failed).

6. LET Board Exam Result (Board Result): The
outcomes of graduates during the LET
Examination (Passed/Failed).

3.3 On Establishing the Reliahility of the

Fesearcher-developed J48-based Academic Analytics

The reliability of the researcher-developed J423-baszed
academic-analytics in forecasting the success in the LET
was established using Kappa statistic. Itz calculation
followed the forrmula given below:

Pr(a)—Pr(e)
1-Pr(e)

Where: K = stands forkappa
Pr(a) sitnple agreement amongrater
Pr(e) = likelihood that zgreement is attributzble to chanes
1 = totalnumberofrateditems, alzo called cazes

The degree of agreement actually achieved abowve that of
chance is given in the minerator while in the denominator;
the degree of agreement obtainable above chance is shown.
The Eappa statistic [21] vanes from 0 to 1, where:

0 = agreement equivalent to chance.
0.1 —0.20 = slight agreement.
021 - 040 = fairagreement.
041 —0.60 = moderate agreement.
0.61 —0.80 = substantial agreement.
0.81 —0.99 = nearperfect agreement
1 = perfect agreement

To mterpret the results, if k=1, then there iz complete
agreement among raters. Howewver, if k= 0, then there iz no
agreement among raters. The reliability process mvolved the
following steps:

1) Development of workmanship standards forrating
crtenia, i.e, very good and good (will passthe LET), and
poor (will fail the LET).

2) Construction of acadernic analytics system.

3) Training the data sets.

4 Establishing systemm parameters.

3) System execution

6) Be-evaluation ofthe entire process.
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4. ETHICAL CONSIDERATION

The researcher developed J48-Based algorithm for the
purpose and to be used by the management of HEIs. The
system will not create a separate access to personal data of the
students and teachers. The administrators of the system must
keep the confidentiality of the privacy concerns of the
students who will identify for intervention programs in order
to increase the chances of succeeding in the LET.

5. RESULTS

5.1 Decision Rule and Decision Tree

Figure 3 showsthe LET perfonnance process of decision tree.
Figure 4 presents the full training set or the classifier model
highlighting the mformation that the wuiversity admission
test'exams, GA of perfommance in  acadeamics, and
participation in LET review, whether pass or fail, were
substantial predictors ofthe perfonrmancenthe LET.

LETReview

= PASE
- —

=FAIL

Specialization FAILED (63.0)

— T

=¥ERYGOOD =GO0OD =POOR
" | T
PASSED (156.0) ProfEd FAILED (.072.0)
=WERYGOOD =G00D
T
GenEd EntranceExam

o
=VERYGOOD = G00D

-
PASSED (37.0)

=VERYGOOD =0500D

=VERYGOOD = GOOD =POOR

~.

|
EEmEE e PASSED (21.0/8 n)‘ FAILED (45.0/14.0) FAILED (13.0/3.0)

=POOR

—— |
FASSED (3.011 U)‘ FAILED (4.0 U)‘ FAILED (0. U)‘

Figure 3: The LET process decision tree.

(LETReview == PASS) && (Specialization == VERYGOOD)

==VERYGOOD) && (GenFd == VERYGOOD)

==VERYGOOD) && (GenEd ==GOOD) && (EntranceExam == VERYGOOD)
==G00D) && (EntranceExam == VERYGOOD)

FAIL) && [Specializaticn == POOR)
FAIL) && [Sps icn == GOOD) && (Proftd == GOOD) && (EntranceExam == POOR)
Rs: FAILED =: (LETReview == FAI) && (Specializaticn == G00D) && (ProfEd == GOOD) && [EntranceExam == GOOD)]
Rs: FAILED =: (LETReview == FAIL) && [Specializaticn == GOOD) &® (ProfEd ==VERY GOOD) &8 (Genkd == GOOD) & (Entrancefxam ==POCR|
Rio: FAILED = (LETReview == FAIL) && (Specialization == GOOD) && (PrcfEd ==VERY GOCD| && (Genkd == GOOD) && (Entrancebxam ==GOOD)

Rs: FAILED =: (LETReview ==
Ryt FAILED =: (LETReview ==

Figure 4: The LET condition decision rule.

5.2 Success result in the LET board examination, when
predicted in terms of: will pass or will fail

The assessment of training set summary is presented in Table
2.

Table 2: The Assessment of Training Set Summary

Correctly Classified Instances 319 91.6667 %
Incorrectly Classified Instances 29 83333 %
Kappa statistic 0.8195

Mean absolute error 0.113

Root mean squared error 02377

Relative absolute error 24984 %

Root relative squared error 499991 %

Total Number of Instances 348
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As shown above, ofthe total 342 cases analyzed in this study,
310 or 91.67% was correctly classified. And. based on the
generated Kappa value of 02193, which indicated a near
perfect agreement, this study established that when the scores
and GWA were high, a student would most likely pass the
LET. This study also revealed that, should a student receivea
score in academic subjects that is below 80% (rated as poor),
with a GWA of below 3.0, (rated as poor); there is a strong
likelihood that the student would fail the LET. In contrast,
when a student gets a score of 90% and above (rated as very
good) on the entrance exams, s'he will most likely pass the
LET. But, if below 90%, a student is predicted to fail in the
LET. Therefore, at thiz early, the management of teacher
education program could already decide, whether to adwvise
the concemed smdents to shift course or the management
could alrea dy prepare for an outlined mtervention program on
areas where students were found to be wealk, in order to help
the students deterprobable failures.

The J48-Based Algorithm Pruned Tree:

J48 Pruned Tree

LETReview = Pass

| Specialization = VERYGOOD:PASSED (156.0)
Specialization = GOOD

ProfEd= VERYGOOD

| GenEd=VERYGOOD:PASSED (37.0)

| GenEd=GOOD

| | EntranceExam = VERYGOOD:PASSED (3.0/1.0)
| | EntranceExam = GOOD:FAILED (4.0/1.0)

| | EntranceExam = POOR: FAILED (0.0}

ProfEd = GOOD

| EntranceExam = VERYGOOD: PASSED (21.0/8.0)
| EntranceExam = GOOD:FAILED (45.0/14.0)

| EntranceExam = POOR:FAILED (13.0/3.0)

| Specialization = POOR:FAILED (6.0/2.0)

LETReview = Fail: FAILED (63.0)

Number of Leaves : 10

Size of the Tree : 16

5.3 Reliability of the researcher-developed J48-based
algorithm, when classified in terms of: reliable or not
reliable

With a precision of 0.959 for LET passers and 0.247 for those
who failed in the LET, the researcher-developed J43-based
academic-analytics system was found to be reliable. This is

shown in Table 3.

Table 3: Accuracy Detailed by Class

TPRate FPRate Precision Recall F-Measure MCC ROC Area PRC Area Class

0912 0075 0959 0912 0935 0821 0975 0984  PASSED

0915 0088 0847 0925 08%4 0821 0975 0937  FALED
WeightedAvg. 0917 0079 0920 0917 0917 0821 0975 0967

Based on the J48 confusion matrix that is presented in Table
4, a 91.23% correctness was produced from the researcher-
established J48-based algorithm.
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Table 4: Confusion Matrix

Predicted Class

Actual Class PASSED FAILED Percent Correct
PASSED 208 20 0123%
FAILED 9 111 92 50%
Overall Percentage 05.85% 84.73% 91.67%

Table 4 also shows that there was an acceptable level of
misclassifications in the Passed/Failed categores. This
observation is supported by the statistically established
Eappa value of 0.82 which meant a near perfect agreament.
This iz supported by Landiz and Eoch [22], who stated thata
Eappa value of 0.81-1 iz interpreted as almost perfect, and
alzo by Fleizs, as cited by MeHughin 2012 [23], who said that
a generated Kappa value of 0.81 and above means an akmost
perfect agreement. In other words, all of the mstances
classified by the researcher-developed J4%-based acadamic
anmalytics systemn had closely matched the actual count data,
hence, the system was statistically established to be reliable.

6 CONCLUSION

The following conclusions were deduced from the findings in
this study:

1.The university admission test/exams, GA in core
subjects, professional/elective subjects and common
subjects, participation in the LET review are important
predictors of performance in the LET board
examination.

2.The researcher-develop J48-Based algorithm was
recognized to be dependable.

7 FUTURE WORKS

It remained established in this study that J48-Based algorithm
might help the administration in refining the performance in
the LET board examination. The researcher will seek
approval for the implementation at ASU of this academic
analytics system. Furthermore, the researcher will team up
with IT experts of other HEIs offering teacher education
programs in order to help students increase their success rates
in the LET.
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