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 
ABSTRACT 
 
This research work is on interlinking the emerging 
application namely machine learning algorithm and an 
approximation technique to compare the accuracy and loss 
values of the trained machine learning based approximate 4:2 
compressor model in accordance with the proposed 
approximate 4:2 compressor such that the trained model is 
sufficient to observe the performance of the approximate 
model without performing error analysis separately using 
MATLAB. The key attention of this work is to adopt truth 
tables from an exact and proposed 4:2 compressor as data set 
and train the artificial neural network as the respective 4:2 
compressor model. The Neural Networks are trained for two 
data sets, firstly by applying inputs and only Sum output and 
second with inputs and three (Cout, Carry and Sum) outputs. 
Error Analysis of approximate 4:2 compressor has been 
performed with MATLAB and training of artificial neural 
network has been done employing Anaconda Python with 
Jupyter Integrated Development Environment. A comparison 
of error rate has been made for exact and approximate 4:2 
compressors and accuracy has been evaluated for trained 
neural networks (as exact and approximate 4:2 compressors) 
and found that the loss values are smaller and the difference 
between the trained accuracy values are less for trained and 
validated proposed approximate machine learning model. 
Key words: Approximate Circuits, Compressor, Neural 
Network, Supervised Learning  
 
1. INTRODUCTION 

Addition and multiplication operations are the basic 
computations that occur in any processors. While low power 
and high speeds are the important prerequisites for all the 
portable devices and processing units. To increase the speed 
and reduce the power consumption adders in the multipliers 
should be replaced by an element which consumes less area 
and power. Hence, compressors [1-2] have been employed 
instead of ripple carry adders in the partial product reduction 
stage of a multiplier. For additional reduction in power, 
approximation techniques have been used in the literature. 
Among many approximation techniques, probabilistic 
pruning type of approximation method has been employed in 
 

 

this research work. These compressors with approximation 
methods can be applied to Machine Learning (ML) 
algorithms to train the Artificial Neural Network (ANN) as 
the ML based compressor models. The main intention to 
apply ML algorithms is to observe how the trained Neural 
Network (NN) is handling accuracy for the applied datasets of 
exact and approximate compressors. To train the ANN as the 
approximate 4:2 compressor models, supervised 
classification machine learning algorithm has been utilized 
and the performance of the trained ML model has been 
determined by observing the accuracy and loss values of the 
train set and test set accuracy is measured from the confusion 
matrix of the machine learning model.  
The forthcoming sections of the paper are organized as 
follows. Section 1 gives the previous research of compressors, 
approximate circuits, and machine learning. The proposed 
approximate 4:2 compressor and its corresponding trained 
NN is shown in section 3. Simulation results in terms of error 
metrics and accuracy, loss values are given for 4:2 
compressors and ML based compressors respectively in 
section 4 and the research work has been concluded with 
section 5. 
 
2. RELATED WORK 
 
The authors of [1] have proposed 3:2, 4:2 and 5:2 
compressors with XOR-XNOR and $2\times1$ multipliexers 
to achieve low power and high speed compressor 
architectures unlike XOR based compressors. Various 
XOR-XNOR circuits with different number of transistors 
have been presented in paper [2] to place them in 4:2 and 5:2 
compressors. In [3], the authors have made the comparison of 
three 4:2 compressors where they vary by XOR gates and 
CMOS+ MUX gates to reduce the power consumption and 
increase the speed. Approximations have been implemented 
on 4:2 compressors in [4-5] and proposed two 4:2 compressor 
designs and have been replaced them in multiplier to observe 
the performance of the multiplier with the proposed 
compressors and concluded finally with image processing 
application where approximations do not influence it to a 
large extent. The authors of [6] have proposed an 
approximation technique named probabilistic pruning where 
a node or interconnection or any block of a circuit is deleted to 
reduce power consumption and area of any architecture. 
When approximations have been implemented on any circuit 
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then there will be variation in the exact and approximate 
outputs and the difference in these outputs can be calculated 
from error distance, mean error distance and normalized error 
distances which were presented in [7-8]. Machine Learning 
can be applied to VLSI circuits interrelating ML and CAD 
algorithms. In [9-10], the authors have been reviewed 
existing CAD algorithms which can take advantage from ML 
and summarized the important challenges with different 
approaches. In [11], the author explained that the chip design 
process is common for all the applications. Hence, if this data 
process is made common then chip designing can be made 
automated. The majority voting method is developed in [12]. 
 
3. PROPOSED WORK 
 
This research work has been divided into two sections where 
the first section illustrates the way approximation technique 
has been applied to exact 4:2 compressor and the second part 
demonstrates the training of ANN as exact and approximate 
4:2 compressors to find accuracy of the trained ML models. 
The performance of an approximate compressor can be 
observed by calculating error rate and no. of errors with 
respect to the other inexact compressors and the performance 
of the ML model can be computed from the accuracy and loss 
values of the trained and validated models. With these two 
sections, the accuracy comparison of approximated 
compressor and trained ML model has been done and 
evaluated whether or not the trained ML models are giving 
accuracies according to the error metrics of the exact and 
approximate 4:2 compressors (Accuracy of exact and 
approximate 4:2 compressors are shown with respect to the 
error rate and no. of errors). 

3.1 Approximate 4:2 Compressor 

The approximate technique employed on the exact 4:2 
compressor is probabilistic pruning [6] where XNOR1 and 
XNOR2 terminals in the XOR-XNOR1 and XOR-XNOR2 
circuits of an exact compressor [1] has been removed 
respectively. With this, the proposed approximate 4:2 
compressor has been shown in Figure 1.  
 

 
Figure 1: Proposed Approximate 4:2 Compressor 

For Figure 1, the Sum and Carry expressions of the proposed 
4:2 compressor are given in eq. (1) and eq. (2) 

  

   

in 1 2 3 4

in 1 2 3 4

Sum C X X X X

C X X X X

      
     

 

  

  

4 1 2 3 4

in 1 2 3 4

Carry X X X X X

C X X X X

      
    

 

 
Removing XNOR2 terminal does not change any of the 
outputs of 4:2 compressor since it is not connected to any of 
the terminal or node as observed from [1]. But with the 
deletion of XNOR1 terminal the Cout, Carry and Sum outputs 
are varying by 0, 12 and 10 respectively when compared with 
the exact 4:2 compressor. When the accuracy is compared 
with [4], the respective errors are found to be 6, 8 and 12 for 
Cout, Carry and Sum. Therefore, the proposed inexact 4:2 
compressor is more accurate than [4] as the total number of 
errors and error rates are less. 
 

3.2 Neural Network as Approximate 4:2 Compressor 
Supervised classification type of machine learning algorithm 
has been utilized to train the neural network as the 
approximate 4:2 compressor. The purpose of employing 
classification ML algorithm is to analyze the outputs as `1' 
and ̀ 0' from the obtained true and false values of the predicted 
test set. This is because if the train and test set accuracies are 
equal then we can make declaration that the trained ML 
model is acting in accordance with the exact or proposed 4:2 
compressor. The truth table of pruned approximate 4:2 
compressor has been given as input to the neural network to 
find the accuracy of the train set and predict accuracy of the 
unseen test set. This gives the performance of the machine 
learning model functioning as proposed approximate 
compressor. The artificial neural network with truth table as 
data set is displayed in Figure 2, the data set shown here is 
with the three outputs.  
 

 
Figure 2: Artificial Neural Network with Truth tables as Datasets 
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The ML based approximate 4:2 compressor becomes a 
complete validated model when the 
 

 Loss values are smaller. 
 Difference in trained (before K4 cross validation) and 

validated (after K4 cross validation) accuracy values 
are less. 

 Mean value is high and variances between the trained 
and validated accuracy values are less to obtain low 
bias and low variance ML model. 
 

4. EXPERIMENTAL RESULTS 
 
The simulation of approximate 4:2 compressor for supervised 
machine learning algorithm has been implemented 
employing Anaconda python and Jupyter Integrated 
Development environment. The proposed approximate 4:2 
compressor is taken for which error parameters have been 
calculated using MATLAB. The error analysis of 
approximate compressor has been performed using error 
metrics of [7] and to check the performance of the trained 
machine learning model as approximate 4:2 compressor, the 
accuracy has been computed by taking only Sum output first 
and then taking Cout, Carry and Sum outputs. When 
probabilistic pruning type of approximation technique has 
been implemented on exact 4:2 compressor, there is 
difference in exact and approximate outputs for Cout, Carry 
and Sum. Table 1 shows the number of errors and error rate 
for each of these outputs of 4:2 compressors. 
 

Table 1: Error Analysis of 4:2 Compressors 
 

4:2 
Compressors 

Errors Error Rate 

Cout 
Carr

y Sum Cout 
Carr

y Sum 

Exact [1-2] 0 0 0 0 0 0 
Approx.[4] 6 8 12 18.75 25 37.5 
Proposed 0 12 10 0 37.5 31.25 

 

3.2 Simulations of Trained ML models 
In order to train the neural network, the split data is sent as 
input and is run it for 1000 epochs. The second part of the data 
is not seen by the neural network and is predicted as test set 
and accuracy is calculated from the confusion matrix. The 
accuracy from the confusion matrix is calculated as 
 

No. of correct predictionsAccuracy=
Total no. of predictions  

Table 2 gives the accuracies of the train and test sets for only 
the Sum output and for three outputs present in the dataset 
before K4 cross validation. 
 
 

Table 2: Train and Test set Accuracies of trained 4:2 ML Model 

Trained 
ANN as 

ML Model 

For only For three  
 Sum output outputs 

Train set 
(%) 

Test set 
(%) 

Train 
set (%) 

Test set 
(%) 

Exact [1-2] 80 14.28 92 85.7 
Approximat

e [4] 92 85.7 80 85.71 
Proposed 80 57.14 56 14.28 

 
 

The neural network becomes a complete validation model 
when the accuracy values obtained are equal or at least 
approximately equal. In Table 2, there is variation in these 
values. Also, when the model is executed for the second time, 
the trained accuracy value obtained is different from the first.  

 
Thus, evaluation of this ML model has been done using a 

technique called K4 cross validation where the train set data 
is split into few folds (say `k'), then it is trained for 0 to k-1 
folds and test it for last fold (kth). Such type of ‘k’ folds are 
made for ‘p’ different combinations to train each combination 
for k-1 folds and the last one fold to test it. Later, average of 
these different accuracy values for different combinations are 
considered to compute mean and variance. The variance 
value obtained should be less indicating that the difference 
between trained accuracy values is less when calculated 
before and after evaluating K4 cross validation. These trained 
accuracy values obtained for trained and validated ML models 
are given in Table 3. 

 
 The values given in brackets shows the absolute 

difference between the trained values before and 
after K4 cross validation which are to be less for 
perfect ML model. 

 
 Though the accuracy values obtained after K4 cross 

validation are less for trained exact and proposed 4:2 
compressor models, the difference in trained 
accuracy values before and after validation are also 
less which implies that the artificial neural network 
is behaving as 4:2 compressor.  

 
 When only `Sum' output is given in the dataset the 

trained accuracy value of the ML model behaving as 
proposed 4:2 compressor is less than [4] before and 
after K4 cross validation but the difference in these 
values is more for ML model behaving as [4] 
compressor. 

 
 Similarly, when three outputs are present in the data 

set, the difference between the train sets is minimum 
for the ML model as proposed 4:2 compressor and 
maximum for exact ML model. 
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Table 3: Train Set Accurcaies Before and After K4 Cross Validations 

 
Trained ANN 

as  
Train set Accuracy in % Train set Accuracy in % 

for only Sum output for three outputs 
ML before K4  after K4  before K4  after K4  

Model cross validation cross validation cross validation cross validation 
Exact [1-2] 80 73.91 92 69.57 

Approximate 
[4] 92 100 80 60.87 

Proposed 80 78.26 56 65.22 
 

During the training and validation of a data set, the loss is 
also a measure which is used to interpret the performance of 
the model. The lower the loss, the trained ML model 
behaves better. The loss values of the three ML based 
compressor models for Sum only output and three outputs in 
the data sets before and after K4 cross validation for 1000th 
epoch is shown in Table 4 and Fig. 3 and Fig. 4 displays the 
accuracy and loss values before and after cross validation. 
 

Table 4: Train Set Accurcaies Before and After K4 
Cross Validations 

 

Trained 
ANN as  

For Sum Outputs 
only 

 

For three outputs 
 

Before 
K4 After K4 Before 

K4 
After 

K4 
ML 

Model Loss Loss Loss Loss 

Exact NN 0.5287 0.46 1.0204 1.0047 
Approx 

NN 0.4815 0.756 0.687 0.7252 

Prop NN 0.4146 0.4612 0.679 0.3954 
 

 
Figure 3: For only Sum output in the data set 

 
 
 

 

 

 
 

Figure 4: For three outputs: Cout, Carry, Sum 
 
This difference in trained and validated accuracy values for 
the above three ANN’s before and after K4 cross validation 
is shown in Fig. 5 
 

 
 

Figure 5: Difference in Trained Accuracy Values 

After K4 cross validation the trade-off in bias and variance 
of the trained models is given in the form of variance and 
mean in Table 5. 
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Table 5: Mean and Variance of ML Model after K4 
Cross Validation 

 
Trained ANN 

as  
Trained ML model after k4 Cross 

Validation 

ML For only Sum 
output For three outputs 

Model Mean Variance  Mean Variance  
Exact [1-2] 0.3666 0.3055 0.5833 0.2813 

Approximate 
[4] 0.7833 0.2362 0.5166 0.2522 

Proposed 0.6 0.2808 0.3833 0.3077 
 
For the Proposed ML model, after validation, the variance 
and mean values are better for both the data sets. This 
indicates that the proposed ML model with only Sum output 
in the data set and ML model with three outputs in the data 
set has low bias and low variance, when compared with the 
exact and approximate [4] ML models. 
 
5. CONCLUSION 
 
With the intention to reduce the power consumption of a 
multiplier, approximations have been implemented on exact 
4:2 compressors such that the proposed approximate 4:2 
compressor has less error rate than the existing approximate 
compressors. The main purpose of applying classification 
ML algorithm is to classify the output of trained ML model 
as `1 or 0' such that the model functions as the proposed 
approximate 4:2 compressor. When the artificial neural 
network has been trained employing supervised ML 
algorithm, the performance of the proposed ML based 
approximate 4:2 compressor has been identified as the best 
since the difference in accuracy values between trained and 
validated ML models are less and has low bias and low 
variance. If the approximate techniques are employed, a 
compromise of accuracy in the architecture is expected but 
in this research work, the error rate is less and the trained 
ML model is also functioning as approximate 4:2 
compressor with smaller loss values which indicates that it 
has been trained without flaws. 
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