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ABSTRACT 
 
This paper discussed about a unique neural network 
approach stimulated by a technique that has reformed the 
field of computer vision: pixel-wise image classification, 
which we combine with binary cross entropy loss and pre 
training of the CNN (Convolutional Neural Network) as an 
auto encoder. The pixel-wise classification technique 
directly estimates the image source label for each time-
frequency (T-F) bin in our image, thus eliminating common 
pre- and-post processing tasks. The proposed convolutional 
neural network is trained by using the binary mask as the 
target output label. The binary mask identifies the dominant 
image source in each T-F bin of the magnitude spectrogram 
of a mixture signal, by considering each T-F bin as a pixel 
with a multi-label (for each image source). Binary Cross 
Entropy is used as the training objective, so as to minimize 
the average probability error between the target and 
predicted label for each pixel. The Inception V3 architecture 
is used to further boost ImageNet classification accuracy. 
The results show that the proposed algorithm has the highest 
accuracy. 
 
Key words : Convolutional Neural Network, Inception V3, 
Softmax 
 
1. INTRODUCTION 
 
Nowadays, the artificial intelligence with deep learning has 
the tremendous growth in diverse fields with variety of rapid 
developmental functionalities. The impact of deep learning 
plays a vital role many research areas including image 
classification, natural language processing, speech 
recognition, computer vision, medical image processing, etc. 
The deep learning considers the large number of features, 
parameters and functions in order to solve critical problems 
and to arrive the decisions or to define the relationships on 
different classes dataset. Deep learning manages the dataset 
by mapping them with high dimension space. For image 
classification and processing, the deep convolutional neural 
network provides the extra-ordinary support with advanced 
techniques [1].  
 

The high-resolution image classification are highly 
supported by the improved convolutional neural networks. 
Typically, the deep neural networks are employed for the 
larger input dataset model. In case of image input dataset, 
several parameters, features of images with large number of 
images are adopted during training by the deep neural 
networks. The deep neural networks works by extracting the 
semantic features and network fuses of the features among 
the image dataset in order to classify the given images. 
 
The dropout and batch normalization methods are used to 
improvise the any model’s generalization performance using 
convolutional neural networks. Indeed, the dataset with large 
number of training samples might improve the 
generalization performance. Further, the data enhancement 
approaches such as cropping, translation, flipping, and 
rotation on training samples also provides the better 
performance for convolutional neural networks [1]. 
 
The performance of an image classification model is 
estimated and measured using the cross-entropy loss. The 
probability output value of the cross-entropy loss function is 
between 0 and 1. The cross-entropy loss increases when the 
predicted probability of the image classification belongs to 
the actual class [6]. If the predicted probability diverges near 
to zero, then the current image classification model can be 
recognized as the bad classification model; it would produce 
a high loss value. The binary cross-entropy is a special class 
of cross-entropy, where the target of the prediction id 1 or 0. 
It applies the sigmoid activation for the prediction using 
deep neural networks. The cross-entropy can be used, even if 
the target value is not a probability vector [9]. 
 
In this work, we propose a novel binary cross loss function 
for image classification using deep CNN (Convolutional 
Neural Network). The remainder of the paper is organized as 
follows. Section 2 of this paper describes the recent 
literature works related to the image classification using 
cross entropy function, deep learning, and convolutional 
neural networks. The rest of the sections describes about 
proposed methods and experimental results. 
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2. RELATED WORKS 
 
Two-stage deep convolutional neural networks image 
classification method was applied to overcome the issues of 
limited training dataset and learning parameters. This article 
[1] used the inner-move image enhancement method with 
augmented training samples for the image classification. It 
improves the generalization ability of image classification 
tasks using convolutional neural networks [1]. Mannor et al., 
(2005) had adopted the cross entropy method for the binary 
classification in support vector machines. This method 
searches the support vectors using linear programs in order 
to solve the optimization problem [2].  
 
Authors Pasupa et al., (2020) had proposed a convolutional 
neural network deep learning technique to solve the class 
imbalance problem in the red blood cell morphology. The 
focal loss function was used to reduce the misclassification. 
Authors had shown this approach has better F1-scores with 
reduced bias for the classification of imbalanced dog red 
blood cell dataset [3]. The Single Logit Classification was 
developed for the fast real-time image search by Keren et al., 
(2018). The cross-entropy loss function was aligned with the 
principle of logit separation for output classification. This 
article had studied many loss functions and suggests that 
principle of logit separation is produced higher relative 
accuracy with lower losses [4].  
 
A novel Real-World-Weight Cross-Entropy Loss Function 
was proposed by the authors Ho et al., (2019). This new loss 
function was used to measure the goodness-of-fit cost 
functions for the classifiers. The financial impact and 
information about a real world problem are considered as 
weights in this metric, whereas F1 scores and accuracy 
didn’t considered these factors. The authors had suggested 
this metric can be used single-label multiclass classification, 
binary classification, and its variants [5].  
 
A softmax cross entropy loss function by considering 
position of decision boundary is proposed in this article Cao 
et al., (2018). This loss function is derived in association 
with L2-norm parameter of neural network output in each 
class. Based on the experimental analyses the proposed loss 
function was shown with less bias as compared with 
conventional softmax cross entropy loss function [6]. 
Categorical Cross Entropy (CCE) loss was proposed by the 
authors to reduce the error performance rates. It used the 
noise-robust loss functions for the MAE and CCE. In this 
article [7], the categorical cross entropy loss function was 
applied with conventional DNN architecture. 
In order to solve the image misclassification problems, 
rather than normal training and testing, the differential 
training method was proposed in the article [8]. The 
differential training method adopts the low-rank features and 
cross-entropy loss function to differentiate the opposite 
classes and to minimize the adversarial classification. The 
experimental results was shown as the differential training 

offers the greater margin among the training dataset and 
decision values of neural network. Thus the larger margin is 
suggested that it improves the performance of the classifier 
on binary classification task [8].  
 
A new cross entropy loss function was proposed for 
effective learning of the binary descriptors and dubbed CE-
Bits. In this method, the normal binary code is broke into 
several independent blocks and each of them are optimized 
separately. Its results are shown as improved as compared 
with L-2 and hinge loss functions for both classification 
problems [9].  
Typically, uncertainty assessment techniques have been 
applied to evaluate the accuracy and error metrics of the 
algorithm such as confusion matrix, MSE, etc.  Shadman et 
al., (2019) evaluated the uncertainty assessment techniques 
among deep neural network and random forest models. They 
employed the Shannon entropy to predict the classification 
probabilities on each pixels. By the RMSE error metrics 
analysis on deep neural network, the derived entropy was 
estimated as better uncertainty model with least errors [10]. 
 
The face liveness detection architecture was developed in 
this article [11] in order to detect and classify weather the 
detected image is a photograph of the face or real face in the 
face recognition application. This article adopted the deep 
convolutional neural network and texture analysis 
algorithms to reduce the face spoofing attacks on biometric 
authentication. The block-solver algorithm and nonlinear-
diffusion splitting scheme was applied to enhance the 
images based on edges and surface texture. This algorithm 
classifies the images based on complex and deep features; 
also, its results are analyzed with inception network and 
residual network [11]. 
 
3. PROPOSED BINARY CROSS ENTROPY WITH 
DEEP LEARNING TECHNIQUE FOR IMAGE 
CLASSIFICATION 
 
Deep learning is a type of machine learning in which a 
model learns to perform classification tasks directly from 
images, text, or sound. Deep learning is usually implemented 
using neural network architecture. The term “deep” refers to 
the number of layers in the network—the more layers, the 
deeper the network. Traditional neural networks contain 
only 2 or 3 layers, while deep networks can have hundreds. 
A deep neural network combines multiple nonlinear 
processing layers, using simple elements operating in 
parallel and inspired by biological nervous systems. It 
consists of an input layer, several hidden layers, and an 
output layer. The layers are interconnected via nodes, or 
neurons, with each hidden layer using the output of the 
previous layer as its input. 
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Figure 1: Inception v3 model 

 
ImageNet is correctly meant as labeling and categorizing 
images into almost 22,000 separate object categories for the 
purpose of computer vision. However, when we hear the 
term “ImageNet” in the context of deep learning and 
Convolutional Neural Networks, we are likely referring to 
the ImageNet Large Scale Visual Recognition Challenge or 
ILSVRC for short. The goal of this image classification 
challenge is to train a model that can correctly classify an 
input image  into 1,000 separate  

 
Figure 2: Inception V3 module 

 
object  categories. Models are trained on ~1.2 million 
training images with another 50,000 images for validation 
and 100,000 images for testing. These 1,000 image 
categories represent object classes that we encounter in our 
day-to-day lives, such as species of dogs, cats, various 
household objects, vehicle types, flowers and much more. 
When it comes to image classification, the ImageNet 
challenge is the de facto benchmark for computer vision 
classification algorithms — for this challenge has been 
dominated by Convolutional Neural Networks and deep 
learning techniques. The state-of-the-art pre-trained 
networks included in the Keras core library represent some 
of the highest performing Convolutional Neural Networks 
on the ImageNet. These networks also demonstrate a strong 

ability to generalize to images outside the ImageNet dataset 
via transfer learning, such as feature extraction and fine-
tuning.  
 
The goal of the inception module in Figure 1 and Figure 2 is 
to act as a “multi-level feature extractor” by 
computing 1×1, 3×3,and 5×5 convolutions within 
the same module of the network — the output of these filters 
are then stacked along the channel dimension of images and 
before being fed into the next layer in the network. The 
Inception V3 architecture is used to further boost ImageNet 
classification accuracy. The weights for Inception V3 are 
smaller than both VGG and ResNet, coming in at 96MB. 
The images are resized for the binary cross entropy models 
are shown in    Figure 3 and Figure 4. 
The Softmax classifier uses the cross-entropy loss. 
The Softmax classifier gets its name from 
the softmax function, which is used to squash the raw class 
scores into normalized positive values that sum 

 
Figure 3: Image before cropping 

 
Figure 4: Cropped image 

to one, so that the binary cross-entropy loss can be applied. 
The loss function was defined in such a way that making 
good predictions on the training data is equivalent to having 
a small loss. The Softmax regression is a form of logistic 
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regression that normalizes an input value into a vector of 
values that follows a probability distribution whose total 
sums up to The output values are between the range [0,1] 
which is good because we are able to avoid binary 
classification and accommodate as many classes or 
dimensions in our neural network model. This is why 
softmax is sometimes referred to as a multinomial logistic 
regression. The function is usually used to compute losses 
that can be expected when training a data set. Known use-
cases of softmax regression are in discriminative models such 
as binary cross entropy and noise contrastive estimation. 
However, it should be well-known that softmax is not 
preferably used as an activation function 
like Sigmoid or ReLU (Rectified Linear Units) but rather 
between layers which may be multiple or just a single one. 
This softmax function ς takes as input a C-dimensional 
vector z and outputs a C-dimensional vector y of real values 
between 0 and 1. This function is a normalized exponential 
and is defined as in the equation (1): 
 

      (1) 
 
As the output layer of a neural network, the softmax function 
can be represented graphically as a layer with C neurons. We 
can write the probabilities that the class is t=c for c=1…C 
given input z as in the equation (2): 
 

  (2) 
Where P(t=c|z) is thus the probability that that the class 
is c given the input z. To use the softmax function in neural 
networks, we need to compute its derivative and it is given 
in the equations (3),(4) and (5).  

 (3) 

  (4) 

  (5) 
 
4. EXPERIMENTAL RESULT 
 
The Figure 5 shows the result of epochs using binary cross 
entropy with adamx and softmax classifier for 

102flowers.tgz database and Figure 6 shows the result of test 
accuracy with 0.95625 with Inception V3 model. 
 

 
 

Figure 5: Result of epochs using binary cross entropy 

 
 

Figure 6: Test accuracy 
 

5. CONCLUSION 
 
Binary cross entropy is a loss function that is used in binary 
classification tasks. The binary cross entropy is very 
convenient to train a model to solve many classification 
problems at the same time, if each classification can be 
reduced to a binary choice. In this paper, our work shows the 
importance of loss function for muti-class classifier learning 
in convolutional neural networks. We have proposed a 
binary cross entropy loss function with softmax classifier 
that utilizes the maximum probability of predictive value to 
reduce the cross entropy loss  of each iteration. In order to 
demonstrate the performance of this method on experiments 
with 102flowers.tgz, training accuracy is 95.62% is achieved 
from various epochs.  
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