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 
ABSTRACT 
 
Indonesia is one from many countries in the world which has 
the highest growth of e-commerce platforms. By the mean of 
dynamic website technology, through their social media 
accounts, digital societies often express their opinion on 
e-commerce platforms. Oftentimes, on a large scale, capital 
leading e-commerce companies try to evaluate sentiment 
polarity of their new promotion or sale strategy through such 
data. However, as a copious amount of opinions from 
e-commerce’s various social media accounts, the manual 
labelling process might devour a large number of resources 
and prone to human errors. For tackling the aforementioned 
problem, previous researches show a promising result by 
encoding such problem into a machine learning classification 
task. Henceforth, in this research, we try to utilize multilayer 
perceptron (MLP), as one of machine learning classification 
algorithm, for tackling such problem and analyze the 
performance of it. In this research, we also present the effect 
of a comparatively new word embedding model, fastText and 
aTF–IDF as a well-known feature extraction method for MLP 
method. Our experiment shows that the developed MLP 
model able to achieves an accuracy score of 89.24% and 
F1-score of 89%. 
 
Keywords: e-commerce, fastText, multilayer perceptron, 
sentiment analysis.  
 
1. INTRODUCTION 
 
By definition, e-commerce is a process related to all business 
transactions (the selling and purchasing process of products) 
with the help of computer technology. In contrast to the 
traditional commerce process, e-commerce has several 
advantages such as reducing overall business transaction costs 
and time [5,24]. In 2018, Indonesia has over than 100 million 
e-commerce transactions which have an estimated value of 
USD 20 billion. Aforementioned growth is mainly generated 
by some of the largest e-commerce platforms in Indonesia, for 
instance, Tokopedia, Shopee, Bukalapak, etc. 

 
 

 
Along with e-commerce transactions growth, each individual 
in the digital society starts to develop their preference in an 
e-commerce platform over the rest. Oftentimes, users of an 
e-commerce platform express their online transactions’ 
experience through their social media posts or comments. 
From a business perspective, mining some useful information 
such as users’ sentiment toward your e-commerce platform 
from their social media accounts might be beneficial for the 
company’s growth [7, 25]. However, as the copious amount of 
data from e-commerce’s various social media accounts, the 
manual sentiment analysis process by a human might devour a 
huge amount of resources and prone to human errors. 
 
For tackling the aforementioned problem, previous researches 
show promising results by encoding such problem into a 
natural language processing (NLP) task, viz. sentiment 
analysis. A sentiment analysis process can be represented as a 
binary classification problem and solved by the help of some 
machine learning techniques [23]. Machine learning is needed 
to help classify opinion [10]. In this research, we will be 
focusing on evaluating one of machine learning techniques, 
known as multi-layer perceptron (MLP) for solving the 
aforementioned problems. Moreover, as different feature 
extraction techniques might affect classification methods’ 
performance, in this research we will be also focusing on 
using fastText as feature extraction technique and comparing 
its use to other well-known technique, term frequency – 
inverse document frequency (TF–IDF). 
 
2. RELATED STUDIES 
 
In the field of NLP, sentiment analysis referring to all 
automated processes that extracting the subjective 
information in the unstructured text dataset such as social 
media data streams, emails, etc. [2]. In its simplest form, the 
sentiment analysis process can be carried out as a binary 
classification task, where each given text will be classified 
into a positive or negative class exclusively [10] as in [21, 22]. 
 
For analyzing sentiment towards a brand or products, 
nowadays, corporate marketers often use sentiment analysis 
tools over various social media platforms (Facebook, 
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Instagram, Twitter, etc) [8]. As a social media platform, 
through its microblogging features, Twitter often used by a 
digital society in their daily lives for expressing their opinions 
or sentiments towards something [12]. For e-commerce 
platforms, Twitter is an engagement goldmine, where they 
can analyze users’ experiences and sentiments toward their 
services. Therefore, in our research, we choose to use 
user-generated texts (tweets) which its sentiment has been 
manually labelled in [15]. 
 
In the previous research [6], a performance comparison of 
Naïve Bayes (NB), Support Vector Machines (SVM) and 
Multilayer Perceptron (MLP) for multi-domain sentiment 
analysis dataset [16] shows that MLP has outperformed the 
other two algorithms with slightly better accuracy. For two 
different groups (movies and products sentiments) in the 
dataset, MLP has achieved maximum accuracy of 0.8160 and 
0.7947, respectively. On the other hand, for the same groups, 
NB has only achieved a maximum accuracy of 0.7935 and 
0.6917, while SVM has only a maximum accuracy of 0.811 
and 0.7940. 
 
As researchers in [6] used n-gram based feature extractor, 
another research state that a representation learning technique, 
such as fastText, can produce a more representative features 
compared to the n-gram method, thus lead to a better 
classification performance when used in a classifier [17]. 
Therefore, in this research, we will use a representation 
learning technique as a feature extractor. Moreover, in the 
research which comparing various representation learning 
techniques (Word2Vec, fastText and GloVe) for twitter 
sentiment classification using various classification 
algorithms (Gaussian NB, Linear SVM, etc.), the results show 
that for the most classification algorithms, fastText yields a 
better classification performance [4]. 
 
3.  FUNDAMENTALS 
 
3.1 Word Embedding 
 
As machine learning models take vectors (array of numbers) 
as input,word embedding is one of preprocessing techniques 
for representing a word into a vector [14]. Beside of word 
embedding, there are other two conventional language model 
used for representing text as a vector, namely, one-hot 
encodings and represent each token (word) in the corpus 
(collection of text inputs) as a number. Unlike the 
conventional methods which map each unique token in the 
corpus manually, word embeddings work by trying to capture 
words representation by their relationship with one another. 
Hence, word embedding techniques offermore efficient and 
dense representation compared to the other conventional 
methods. 
 
3.2fastText 
 
fastText is one of popular library for word embeddings 
learning process which released by Facebook [13]. The 
learning of word embeddings technique used in fastText is an 
improvement from an earlier technique known as word2vec. 

Unlike word2vec and GloVe, when fastText does word 
embeddings learning process, fastText break down each input 
token into a bag of n-grams of character. Using the 
aforementioned principle, fastText has the ability to map a 
word outside of the model’s training corpus. As fastText is 
able to produce dense vector representation for each given 
word, some text processing techniques (stopwords removal, 
stemming and lemmatization) might be no longer needed for 
producing a word (or text) vectors. As a consequence, when a 
classifier uses fastText as a feature extractor, it might gain a 
better performance score and reduce the preprocessing time 
needed (particularly for text dataset with morphological rich 
language characteristics). As the stemming process reducing 
the input word into its root form, the stemming process might 
remove the real meaning or mislead the context of the input 
word [9]. 
 
3.3Term Frequency – Inverse Document Frequency 
 
Term Frequency-Inverse Document Frequency (TF-IDF) is a 
statistical technique to signifies the importance of each token 
within a sentence based on a corpus (collection of sentences). 
TF-IDF for a word/ token (ݐ) in a sentence (݀) with respect to 
a collection of sentences/ corpus (ܦ) is given in the equation 
below, 

,ݐ)݂ݐ (ܿ݋ܦ,ݏ = ,ݐ)݂ݐ (ݏ ∙  (ܿ݋ܦ,ݐ)݂݀݅
where ݐ)݂ݐ,  ,ݏ is number of token t appears in a sentence(ݏ
and  ݂݅݀(ܿ݋ܦ,ݐ)is given by, 

(ܿ݋ܦ,ݐ)݂݀݅ = log
1 + ݊

(ܿ݋ܦ,ݐ)݂ݐ + 1 

3.3Multilayer Perceptron 
 
Multilayer Perceptron (MLP) is avariety of feedforward 
artificial neural network (ANN). An MLP consists of an input 
layer, a single or stack of hidden layer(s) and an output layer 
[3] where each layer consist of a collection of neurons. Beside 
of the input layer, each neuron within an MLP layer uses a 
nonlinear activation function to perform a non-linearity 
mapping from an input to its corresponding output [6]. Figure 
1 shows an example of a multilayer perceptron architecture. 

 
Figure 1: An example of MLP model with 3 input neurons, one hidden layer 

with 5 neurons and 1 output neurons. 
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The learning process of an MLP refers to the adjustment 
process of each neurons’ connection weights, based on the 
cumulative errors of expected outputs and yielded outputs [6]. 
Moreover, the learning process of an MLP can be seen in the 
following section. 
1. In an MLP model, the inputs for a layer is pushed forward 

to the next layer by taking the dot product of each input 
with the weights that exist between it and its preceding 
layer. 

2. Moreover, as each neuron in the preceding layer takes the 
calculated output as an input, this input will be pushed 
through an activation function to decide whether a neuron 
should be “fired” (used for the preceding calculation 
process) or not. 

3. The first and second step are repeated until the last layer 
(the output layer) is reached. 

4. At the output layer, the yielded output will be used to 
calculate the error value by using the expected output. The 
resulted error then will be used to adjust the weights by the 
use of a backpropagation algorithm. Depending on the 
value of batch size in the MLP parameterization, the 
produced error might be accumulated before the weight 
updating process occurs. 

In addition to the batch size configuration in an MLP model, 
there are other parameter which will affecting an MLP model 
learning steps, namely, the learning rate and learning 
iterations. The learning rate is a parameter which control how 
much the corresponding weight moving toward minimum 
error value for a given batch size. On the other hand, learning 
iterations control how much the learning process occurs for all 
data instance within the dataset [6]. 
 
4. EXPERIMENT AND ANALYSIS 
As previously mentioned, we will be focusing on 
experimenting with MLP for solving an e-commerce 
sentiment analysis task which represented as binary 
classification problem. In the experiment, we use the dataset 
from [15] which contains 12212 feedbacks. From the previous 
research, every feedback has been systematically labelled into 
positive and negative class. The systematic labelling process 
have resulted imbalance class proportion with 10010 positive 
and 2202 negative class. 

Our experiment using MLP is consist of 4 main part where 
detail explanation that differ and similes each scenario are 
described in the following section. 
1. For every scenario, we randomly distribute the dataset into 

5 different groups. Later, by using each single group from 
the 5 resulted groups as a testing set and the rest as a 
training set, an fastText embedding model and MLP 
model are trained and evaluated. 

2. Considering the imbalance class proportion in the dataset 
used, to prevent accuracy paradox, each model will be 
evaluated by its average F1 score. 

3. In the first scenario, the MLP model with one hidden layer 
with 250 neurons, initial learning rate of 0.01, batch size of 
40, epoch of 400, Rectified Linear Unit (ReLU) as hidden 
neurons’ activation function and Adam as MLP’s 

optimizer  is trained and evaluated by using the provided 
training and testing set as it is. 

4. In the second scenario, the MLP with same configuration 
in the first scenario is trained by the dataset where a 
collection of data with negative class have been 
upsampledso the training set will consist of the equal 
amount of negative and positive class proportion. 

5. In the third scenario, the MLP with same configuration in 
the first scenario is trained by the dataset where a 
collection of data with positive class have been 
downsampled (randomly selected with respect to the 
amount of negative class) into half of its amount and the 
data with negative class have been upsampled to equalize 
its amount to the downsampled positive class amount. 

6. By the best resulting score in the first to third scenario, the 
hyperparameter tuning is conducted to show the best 
performance of MLP model for sentiment analysis task. 
As an addition, by using same scenario, the 
hyperparameter tuning for finding another MLP model 
which utilize TF-IDF as word embedding is also 
conducted. From these two experiments, we might 
conclude whether an MLP model with a fastText word 
embedding model will outperform an MLP model with 
TF-IDF. 

 
The experimentation result regarding to the first scenario is 
given in Figure 2 where Prec. Pos and Rec. Pos are referring to 
the average precision and recall for the positive class from 
each data group, respectively; while Prec. Neg and Rec. Neg 
are representing the result for the negative class. On the other 
hand, F1 score in Fig. 2 is referring to the average of F1 score 
macro-average for positive and negative class from each data 
group. 

 

 
Figure 2: First scenario result 

 
From Fig. 2, an MLP-based model shows a promising result 
for an e-commerce sentiment analysis task as it achieves the 
average F1 score of 0.82 from 1.00. As positive sentiment 
data is dominating the dataset used for each training phase, an 
MLP-based model is able to predict sentences with positive 
sentiment accurately (by the given Prec. Pos and Rec. Pos in 
Fig. 2). However, the resulted model might not perform to 
well for predicting sentences with negative sentiment as Fig. 
2. show Prec. Neg and Rec. Neg score of 0.74 and 0.65. 
 
Furthermore, as we are balancing the positive and negative 
data proportion in our dataset by the second 
scenario,MLP-based model able to achieve a quite 

92% 95%

74%
65%
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significantly better average F1 score (0.88 from 1.00) as given 
in the Figure 3.   

 

 
Figure 3: Second scenario result 

 
Moreover, by downsampling the data with positive class, the 
resulted model is able to achieve better performance score for 
predicting data with negative sentiment (as precision and 
recall score for the negative class significantly increased from 
0.74 to 0.86 and 0.65 to 0.91, respectively). However, such 
performance gains are sacrificing a little precision score for 
the positive class (from 0.92 to 0.91) and quite significant 
recall score (from 0.82 to 0.88). 
 
As the second scenario showing a fruitful result, we try to 
balance the positive and negative classes with a slightly 
different approach as previously described (the third 
scenario). Unfortunately, in the third scenario, the resulted 
model is producing inferior overall performance scores 
compared to the resulted model in the second scenario as can 
be seen in Figure 4. 
 

 
Figure 4: Third scenario result 

 
By previous experiments, then we decide to do a grid search 
hyperparameter tuning using the second scenario to find the 
best F1 score performance of the MLP based model. Each 
parameter and its possible value is given in the Table 1.  
 

Table 1: Grid search Hyperparameter Space 
Parameter’s name Possible values 

Neurons Amount 250, 350, 450 

Batch size 20, 40, 60 

Epoch 200, 300, 500 

Learning rate initialization 0.01, 0.001 

 
By grid search hyperparameter tuning on the second scenario, 
the resulted model (with 350 neurons in single hidden layer, 
batch size of 60, epoch of 300, and learning rate of 0.001) able 

to achieve F1 score of 0.89 with a slightly stable precision and 
recall for both of positive and negative class as given in Figure 
5. 
 

 
Figure 5: Hyperparameter Tuning Result 

 
Furthermore, to ensure FastText is better as a feature extractor 
compared to TF-IDF, we conduct another experiment, using 
TF-IDF as feature extractor and set the other settings equal to 
the previous experiment. For the TF-IDF part, we use a 
various word level n-gram configuration with n equals to one 
(unigram), two (bigram) and three (trigram). From the last 
experiment part, the best result is obtained when n is equal to 
one (uni-gram). However, through Figure 6, it can be seen that 
an MLP-based model with FastText is able to achieve a 
slightly better performance score compared to an MLP based 
model with TF-IDF. 
 

 
Figure 6: Scenario result using TF-IDF feature extraction 

5. CONCLUSION AND FUTURE WORKS 
 
Our experimentations show that, for a classification task with 
imbalanced dataset, balancing the training data by 
oversampling the minority class and right parameterization 
could lead to a more robust classifier .Furthermore, with the 
MLP grid search hyper parameter tuning in our experiment, 
the resulted model is able to achieve the best performance 
accuracy of 89.24% andF1-score macro average of 89% for 
e-commerce sentiment analysis task. 
 
For a further works, as a sentiment analysis task oftentimes 
has a highly imbalance class proportions, instead of just 
simple down sampling and up sampling techniques, a more 
sophisticated sampling techniques such as Random 
Over-Sampling Examples (ROSE) Synthetic Minority 
Over-Sampling Technique (SMOTE), or Majority Weighted 
Minority Over-Sampling Technique (MWOTE) might be 
used to improve the MLP model performances. Other than 
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that, by a more detail look each false prediction resulted by an 
MLP model, the misclassification cases often happen for a 
group of sentences that contains negative words. Therefore, 
the synonym extraction as a preprocessing technique to 
remove the negative words will presumably improving model 
classification performances.  

On the other hand, instead of using standard MLP, it is worth a 
shot to use “similarity-based learner” such as siamese MLP. 
Many researches in various problem domains [18, 19, 20] 
show a promising result of using siamase MLP for imbalanced 
dataset. Moreover, for a small dataset, siamase MLP able to 
achieve better performance scores compared to standard 
MLP. 
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