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ABSTRACT 

In real-world scenario, demand of security 
applications and surveillance systems has increased 
dramatically. In this field of surveillance systems, 
computer vision based application has attracted 
researcher community due to their substantial impact 
on the security applications. Computer vision based 
surveillance systems has been considered an 
interesting research area, hence different methods 
have been introduced during last decade but 
identification of moving object in complex 
background scenarios is still considered as a 
challenging task. Moreover, various fields such as 
military, face the issue of movable objects in the 
camouflaged background. To identify the camouflage 
moving object is a tedious task. Here, we consider, 
moving camouflage object detection for dynamic and 
static background and introduced a novel approach 
called as Motion-Aware Camouflage Modeling 
(MACM). According to this approach, moving 
camouflage object detection problem is represented 
in low-rank representation. In this process, first of all 
we apply pre-processing phase where motion related 
information are extracted such as motion field, 
motion flow and optical flow. Later, the entire frames 
are decomposed into low-rank representation where 
we apply Langragian approach to obtain the ideal 
representation of the given problem. In the next 
phase, superpixel segmentation, spatial feature and 
temporal feature extraction methods are applied 
which are further used for geodesic distance 
computation. Based on the obtained distance 
matrices, we identify the background and foreground 
objects and foreground extraction is performed. 
Proposed approach is implemented using MATLAB 
simulation tool where we have conducted 
experiments for CAMO UOW dataset and 
CDNet2014 dataset. Performance of proposed 
approach is compared with the state-of-art 
techniques. The experimental study work shows that 

proposed approach achieves better performance in 
terms of precision, recall and F-measure.  

Key words: Camouflage Modeling, Computer 
Vision, Langragian, Object Detection, Video 
Analysis 

1. INTRODUCTION 

   Real time survelliance has gained huge 
attraction among the research community, industrial 
applications and in academia.Computer-vision based 
visual surveillance systems are widely adopted in this 
field for monitoring the activities in the defined 
region. Development of automated visual 
surveillance system is substantial task  in various 
other computer vision based applications such as 
traffic monitoring, vehicle navation and crowd 
behaviour monitoring etc. [1-2]. The computer vision 
based video analysis systems perform three basic 
operations such as object detection, object tracking 
and behavior recognition where according to the first 
stage, the interest objects are detection and 
segmented for further processing throughout the 
complete video analysis system. In the next case, 
detected objects are tracked and finally, behaviour 
recognition is applied to accomplish the ttracking in 
the video analysis systems. The performance of these 
methods depends on the object detection accuracy i.e. 
if the accurate objects are detected then video 
analysis and monitoring can be more accurate and 
can be adopted in various real-time application [3].  

          Moving object detection is considered as a 
hectic task which has aimportant impact on the 
various aspects of video analysis systems such as 
object tracking [5], behaviour recognition [6] and 
scene classificationcan disturb the system 
performance [4]. The supervised scheme requires 
prior knowledge of the current frame which includes 
background [7-8] and foreground models [9]. In 
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several video sequences, background and foreground 
may arise complexity issues due to appearance 
variation and illumination conditions. Hence, 
supervised schemes suffer from the accuracy issues. 
Supervised schemes [50] require an initial modeling 
of background and foreground using labeled 
datawhereas unsupervised schemes do not need any 
previous information. Unsupervised schemes utilize 
the motion information for segmenting the 
background and foreground models. Several 
techniques have been introduced for motion 
segmentation which are based on the frame 
difference computations [11], background subtraction 
[10, 13] and optical flow [12] computation for 
segmentation of background and foreground. Moving 
object detection is an attractive research field which 
is broadly adopted in various real-time computer 
vision based applications. However, it still faces 
various challenges such as illumination variations, 
dynamic background, bootstrapping, illumination 
variations, shadows and camouflage etc. Recently, 
developed techniques have focused on these aspects 
and presented some promising techniques such as 
3dSOBS+ [17], Zhang et al. presented tracking 
approach which is robust to the illumination 
variations [18]. As of the current state of object 
tracking, camouflage object detection [56] and 
tracking is studied less and it arises several 
challenges. Hence, in this work, we focus on the 
camouflage object tracking.  

1.1 Camouflage object detection  

In this work, our main aim is to focus on camouflage 
problem and develop a robust approach for the 
moving object segmentation in these visual scenes. 
Camouflage problem is defined as segmentation of 
moving object which are having similar color back 
ground. Generally, camouflage image data is 
categorized into two main categories as: natural 
camouflage and artificial camouflage. Natural 
camouflages are identified in the animals, humans 
etc. to disguise or hide their identity whereas artificial 
camouflage are induced by using some specific 
patterns which can be used in military applications 
for hiding the soldiers and other applications.  

Figure 1 shows a sample example of camouflage 
moving object detection technique. First row of the 
figure shows original frames, second row shows 
identified objects using GMM technique and third 
row shows outcome of DFM (Discriminative feature 
based modeling). The background pixels and 
foreground pixels are called as camouflage 
foreground and camouflage background pixels. 
Moreover, these pixels are always occluded hence it 
becomes a challenging task to identify the moving 
objects.  

 
Figure 1 Camouflage detection "Gait Sequence":original 

frames, GMM [19], DFM [20] 

Detection of these moving foreground objects is a 
tedious task due to difficult structure, occlusion and 
background similarity. This can be obtained by 
background subtraction method by applying Gaussian 
Mixture Model (GMM) [21] and improved Gaussian 
Mixture Model [19]. In other studies, feature 
extraction based techniques are also used for 
foreground object detection. Wavelet based feature 
extraction computation model is also applied [23]. 
These techniques provide an improved performance 
for moving object detection in camouflage scenes. 
However, these schemes fails where more occlusion, 
noise and illumination variations are present in the 
original data.  

1.2 Contribution of the work  

Based on previous discussion, it can be identified 
that moving object detection plays important role in 
the computer vision based visual surveillance 
systems. However, several techniques have been 
discussed to deal with this issue but identification of 
moving object in camouflage type of scene is an 
interesting field of research which is still need to be 
resolved to improve the detection performance. In 
this work, we focus on the development of a novel 
scheme where we consider, moving camouflage 
object detection for dynamic and static. 

1.3 Organization 

The complete article is organized as follows: section 
II presents brief study about the recent techniques 
and methodology present in the moving object 
detection field for better surveillance. Section III 
presents a complete proposed solution for 
camouflage moving object detection, section IV gives 
an elaborative discussion on experimental setup & 
results obtained using proposed solution. Finally, 
section V gives concluding remarks about this work.  
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2. LITERATURE REVIEW  

This section describes the methodology and their 
outcome of recent techniques. As discussed before, 
the complete process of camouflage moving object 
detection is classified into two main categories which 
are: (a) supervised techniques and (b) unsupervised 
techniques. Significant amount of works has been 
carried out using these techniques. Here we discuss 
some recent techniques of moving object detection 
using aforementioned schemes.  

(a) Supervised/semi-supervisedtechniques of 
moving object detection  

According to supervised technique, a background and 
foreground structure need to be modeled for 
processing the video sequence. These algorithms also 
can be used for tracking the moving object. Based on 
this assumption, Grabner et al. [24] discussed about 
the binary classification schemes for object tracking 
and identified that these techniques suffer from the 
drifting issue which leads toward the tracking failure 
due to appearance variations in the moving objects. 
In order to resolve this issue, authors presented an 
online boosting approach which helps to reduce the 
error in tracking. However, in this method first frame 
is used for labeling the data and the remaining frames 
are left unlabeled during training phase. Motivated by 
this, Babenko et al. [25] presented a novel 
classification approach for object detection and 
tracking using Multiple Instance Learning (MIL) 
methodology where trained classifier is used for 
discriminate the fore ground and back ground of the 
given frame. In another work, Nam et al. [26] 
presented CNN (Convolution Neural Network) based 
learning scheme for visual tracking in video 
sequences. In this technique, a huge sequence is 
trained using network pattern learning process. This 
trained model consists of domain-specific shared 
layers which corresponds to the individual training 
sequence. Based on CNN learning approach, Wang et 
al. [27] presented video tracking scheme using two-
layer feature learning scheme. Temporal hierarchical 
features are learned by embedding the features into a 
stacked architecture which makes it more robust.  

These techniques further can be considered as 
background subtraction based technique for moving 
object detection. Farcas et al. [28] a supervised 
approach for visual object detection using subspace 
learning scheme known as Incremental Maximum 
Margin Criterion (IMMC). In this process, the data 
samples are learned in the subspace manner and 
eigenvectors are updated incrementally. This 

technique shows faster computation because of 
IMMC which doesn’t require matrix reconstruction 
for upcoming data samples. Azim et al. [29] 
introduced supervised classification scheme for 
moving object detection for 3D data by considering 
four different classes as bus, car, bike and pedestrian. 
According to this model, 3D feature layers are 
segmented into multiple 2D layers for feature 
extraction which are later trained using AdaBoost 
classifier and object classes are identified. In this 
field of object detection, CNN [51, 

55based schemes such as R-CNN and Fast R-CNN 
have improved the performance of computer vision 
based object detection. According to a recent study, 
Kang et al. [30] reported that these techniques are 
efficient for object detection from still images but 
results in poor performance for videos where objects 
are moving. To address this issue, authors presented 
CNN based approach where contextual and temporal 
features of tubelets [52] are considered for processing 
which improves the performance of system.  

(b) Unsupervised techniques of moving object 
detection 

In this section we present a brief discussion about 
recent unsupervised methods for moving object 
detection. Xiao et al. [31] iterative process moving 
object detection. This work reports that the 
conventional methods require a clustered region to 
train the data which results in poor performance. To 
mitigate this issue, easy-to-group samples are 
identified and grouped together to update the 
appearance model in the temporal adjacent frames. 
These Spatio-temporal tubes are used for identifying 
the foreground objects. Elafi et al. [32] introduced a 
new approach to address the issue of moving object 
detection. This method uses particle filtering based 
methodology for background subtraction for 
detection and tracking of multiple moving objects 
with considering any prior knowledge and 
information. discussed about video object 
segmentation using video saliency based schemes. In 
order to perform these tasks, a pixel labeling scheme 
is introduced which uses geodesic distance 
measurement scheme and performs the temporal 
saliency measurement. Moreover, pixel-wise 
segmentation [53, 54] and energy minimization 
problem is formulated to obtain the object 
segmentation from the video sequence. Hence, this 
process can be implemented for object detection 
video sequences but illumination and other 
conditions may affect the performance. Koh et al. 
introduced a concept of primary object discovery in 
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video sequences. According to this approach, color 
and motion based object are modeled initially using 
random walk scheme. This process is called as 
proposal formulation which gives the info about the 
video frames. Later, foreground confidence is 
computed and unreliable proposals are removed, this 
suppression helps to create a robust data model. In 
this work evolutionary primary object modeling 
technique is introduced to find the primary objects in 
the sequence.  

(c) Camouflage object detection  

Previous sub-sections describe the object detection 
techniques from moving and static background 
images. As discussed before, camouflage moving 
object detection is considered as a challenging task in 
the field of computer vision applications. Recently, 
Zhang et al. discussed about the camouflage issue in 
moving object detection where image background 
and moving objects contains the visually similar 
background.  However, moving object detection 
schemes are based on the Discriminative modeling 
(DM) but camouflage problems cannot be solved 
using DM hence authors presented camouflage 
modeling approach which helps to identify the 
camouflaged foreground pixels. The main complexity 
in this case it that pixels of both foreground and 
background are involved in camouflage hence 
discrimination of these blocks becomes complex. In 
order to deal with this issue, a combined global 
model is developed which considers pixels of both 
regions and identifies the true camouflaged region. 
Zhang et al. [20] also studied about the camouflage 
issue in the video analysis and presented camouflage 
modeling for moving object detection using 
discriminative feature based modeling (DFM). This 
modeling suggests that camouflage region 
information is very much dependent on the 
foreground and nearby to the background region. 
Hence, background model and camouflage 
foreground modeling is presented where later DF and 
CM are combined and fused to identify the moving 
objects.  

In general, if video frames or images are light 
camouflaged, in that case, these methods can provide 
the better performance incomplex camouflaged 
regions these techniques fail to achieve the desired 
performance. Based on these assumptions, Li et al. 
[23]presented a new scheme for camouflage 
foreground object detection. This scheme uses 
wavelet domain based strategy for formulating the 
fusion framework. Initially, wavelet decomposition is 
applied which provides the basic difference between 

image domains which is highlighted using wavelet 
bands. In the next phase, likelihood parameters are 
computed based on the foreground models and 
background models which are constructed using 
wavelet bands. The performance of these approaches 
also depends on the image quality and image pre-
processing phases. According to Bao et al. , based on 
the image quality, the camouflage can be classified 
into two main categories as: light and dark 
camouflage. Existing techniques of camouflage 
detection are able to recognize the camouflaged 
foreground object for the test sequences which are 
having good illumination and lighting conditions but 
when dark or poor lighting conditions are present 
then these techniques obtains poor performance. In 
order to deal with these issue, authors introduced hill-
climbing histogram equalization based approach for 
pre-processing in camouflage moving object 
detection[49,50]. The complete process is categorized 
into three main regions as segmentation, 
enhancement and integration. With the help of this 
approach, moving camouflaged foreground is 
identified and later these segmented regions are 
processed further process of image enhancement 
using hill-climbing method.  

In this section, we have discussed several techniques 
of moving object detection and camouflage 
foreground detection. These techniques are based on 
the motion segmentation, background extraction and 
foreground extraction using various 
techniques[51,52]. This study displays that several 
promising techniques have been introduced for 
moving object detection but camouflaged foreground 
detection is still considered as a challenging task.  

Table 1 Notations used in this article 

Definition Notation Definition Notation 
Frames ݌ Background  ࣴ 
Vector 
column 
matrix 

ࣰ Smooth 
factor  

 ߛ

Sequence 
vector 

ॺ Dynamic 
frame 

ࣞ 

Background ℬ Sequence ࣭ 
Remaining 

region 
ℳ Motion mask ॸ 

Sparse 
matrix 
control 

coefficients  

 Position  e ߚ

Foreground  ℱ Optical flow ࣫ 
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3. PROPOSED MODEL 

This section presents proposed solution for 
camouflaged moving object detection. The complete 
process of camouflaged moving object detection is 
carried out using following stages where first of all 
we present a problem formulation for camouflage 
moving object detection and later the proposed 
method is implemented using following stages: 

(a) Motion mask, motion information and 
optical flow computation. 

(b) Low-rank representation of the obtained 
motion matrix. 

(c) Spatial, temporal feature extraction and 
superpixel segmentation. 

(d) Geodesic distance computation model.  
(e) Object identification and foreground 

extraction.  

 
Figure 2 Overall system architecture of proposed approach 

(a) Problem formulation  

In order to deal with the camouflage foreground 
moving object detection we consider a frame 
sequence where total ݌௧ frames are present. To 
consider the all frame sequence, we construct a 
column matrix as ࣰ ∈ 	ॺ௣೟×௣೓௣ೡ  where ݌௩  denotes the 
width of frame and ݌௛ denotes the height of frames 
and ॺ denotes the vectorized sequence. In general 
cases, video sequence video frame contains a static 
background hence background region can be 
expressed as ℬ ∈ ॺ௣೟×௣೓௣ೡ  and the remaining data 
asℳ ∈ ॺ௣೟×௣೓௣ೡ . With the help of this, ࣰ can be 
rewritten as ࣰ = ℬ +ℳ which is denoted as 
observation matrix. In this phase, ℳis considered as 
sparse matrix. Here, ℬ and ℳ are having higher 
degree of correlation which leads towards the 
decomposition of background as low-rank and the 
object detection can be performed by constructing a 

low-rank representation optimization problem which 
is expressed as: 

min
ℬ,ℳ

(ℬ)݇݊ܽݎ +  ℳ‖଴‖ߚ

ࣰ	݋ݐ	ݐ݆ܾܿ݁ݑݏ = ℬ + ℳ 
(1)  

Where ߚ denotes the weight controlling parameter of 
sparse matrixℳ.  

However, the above mentioned low-rank 
representation for moving object detection is 
applicable for the scenarios where the background is 
static but it fails to model the problems where 
background is dynamic and the sudden illumination 
variation conditions because the background data 
cannot be as low-rank model. According to the 
moving object scenario, the ℳ contains foreground 
and moving background data hence it can be 
decomposed further as foreground(ℱ)and dynamic 
background(ࣴ) as ℱ ∈ ॺ௣೟×௣೓௣ೡ  and ࣴ ∈ ॺ௣೟×௣೓௣ೡ  
respectively. With the help of these assumptions, the 
optimization problem can be restructured as: 

min
ℬ,ℳ ,ℱ,ࣴ

(ℬ)݇݊ܽݎ + ଵ‖ℳ‖଴ߚ + ଶ‖ࣴ‖଴ߚ
 (ℱ)ߛଷߚ+

ࣰ	݋ݐ	ݐ݆ܾܿ݁ݑݏ = ℬ +ℳ where ℳ = ܨ +
ࣴ 

(2)  

Whereߚଵ,ߚଶ and ߚଷ denote the weight controlling 
factor, ߛ  denotes the function for spatial coherent 
and temporal smooth background which is performed 
by using total variation norm[4] as: 

min
ℬ,ℳ ,ℱ,ࣴ

(ℬ)݇݊ܽݎ + ଵ‖ℳ‖଴ߚ + ଶ‖ࣴ‖଴ߚ
ଷ‖ℱ‖்௏ߚ+  

ࣰ	݋ݐ	ݐ݆ܾܿ݁ݑݏ = ℬ +ℳ where ℳ = ܨ +
ࣴ 

(3)  

Where ‖ℱ‖்௏  denotes the total variation function. 
With the help of this optimization problem, we 
represent the background model as low-rank. 
However, due to dynamic background, some error 
may occur during the reconstruction of low-rank 
matrix hence the optimization of this problem can 
help to minimize the error and identifying the 
accurate background for segmentation.  

(b) Background motion approximation  

In order to minimize the error for accurate 
segmentation of background, we apply the motion 
approximation process which helps to identify the 
motion mask and motion field which helps to 
discriminate the foreground and background pixels. 
This motion information is obtained by applying the 
optical flow computation for the given sequential 
frames. In this work, given video sequence is denoted 
by ࣭ and dynamic frames are given asࣞ. With the 
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help of optical flow model, we estimate he motion 
mask and motion field model for the considered 
consecutive frame. Let us consider that two 
consecutive video frames are given as ः௜ and ः௜ିଵ at 
time ݐ and ݐ − 1, respectively whose horizontal (ݔ 
direction)and vertical (ݕ direction)  motion vector 
components are denoted as ݒ௜,ℯ௫  and ݒ௜ ,ℯ

௬  respectively. 
Let ॸ denote the motion mask which is in the form 
as ॸ ∈ {0,1} which can be computed as: 

ॸ௜,௞ = (ݔ)݂

= ቐ1, ݂݅	ට൫ݒ௜,ℯ௫ ൯
ଶ + ൫ݒ௜,ℯ

௬ ൯ଶ < ߬

																						݁ݏ݅ݓݎℎ݁ݐ݋			,0
 (4)

Where ߬ denotes the motion magnitude threshold 
value. This can be computed by taking the average 
pixel value in the obtained motion field. If the value 
of thee computed motion is larger than the threshold, 
then it is assigned as foreground pixel otherwise it is 
considered as background pixel.  

(c) Proposed motion-aware camouflage 
modeling  

In this section, we present thefunction for the 
optimization problem given in (1) using low-rank 
representation. The motion analysis method is called 
ass Motion-aware camouflage Modeling (MACM). 
Given sequence is ࣞ ∈ ॺ௣×௖  where ܿ denotes the 
total number of dynamic frames. Here, our aim is to 
compute the ℬ in the low-dimensional subspace. In 
this stage, we define a motion matrix as ܯ ∈ ॺ௣×௖ 
which is obtained by eq. (2) as[ॸଵ,ॸଶ, … ,ॸ௖]. We 
consider the ࣞ matrix for evaluation and identify the 
pixels with 0 as pixel value and denote this as 
missing data in ܯ. Main aim to optimize the error for 
improved performance for background pixel 
identification, as given in (3), it can be simplified as: 

minℬ,ℱ‖ℬ‖∗ + ܯ ଵ‖ℱ‖ଵ such thatߚ ∘ ࣞ =
൫(ℬ +ℱ) ∘   ൯ (5)ܯ

The obtained observation matrix (ܯ ∘ ࣞ) still carries 
some outliers which can affect the performance of 
background subtraction process. In order to deal with 
this issue, we apply Spatio temporal data modeling 
which helps to identify the frame data. In order to 
obtain the Spatio temporal representation of input 
frame, we apply spatial edge map computation, 
superpixel segmentation and motion boundary 
detection. Later, Geodesic distance computation is 
applied to identify the relevance of the superpixel i.e. 
background and foreground pixel identification. 
Based on the computation of Spatio-temporal and 

Geodesic distance based models we refine the 
optimization problem as: 

minℬ,ℱ‖ℬ‖∗ +Ψ௖(ℬ,ℱ) +Ψ௚(ℬ,ℱ) +
ܯ ଵ‖ℱ‖ଵ such thatߚ ∘ࣞ = ൫(ℬ +ℱ) ∘

 ൯ܯ
(6)  

 

Ψ௖ and Ψ௚ denotes Spatio temporal coefficient and 
geodesic distance coefficients.  This function is 
related to the ࣞ and ℬ and be related with the ℬ and 
ℱ as:Ψ௖(ℬ,ࣞ) = Ψ௖(ℱ + ℬ,ℬ) = Ψ௖(ℬ,ℱ). Hence, 
geodesic distance and Spatio-temporal correlation 
coefficients can be expressed as: 

Ψ௖(ℬ,ℱ) = 	
ଵߩ
2 (ℬ⊺ℬℒ௦௖)ݎܶ

+
ଶߩ
2  (ℬ⊺ℬℒ௧௖)ݎܶ

Ψ௚(ℬ,ℱ) = 	
ଷߩ
2 ൫ℬ⊺ℬℒ௦ݎܶ

௚൯

+
ସߩ
2 ൫ℬ⊺ℬℒ௧ݎܶ

௚൯ 

(7)  

Here we minimize the values of 
൫ℬ⊺ℬℒ௦ݎݐ	,(ℬ⊺ℬℒ௧௖)ݎݐ	,(ℬ⊺ℬℒ௦௖)ݎݐ

௚൯ and 
൫ℬ⊺ℬℒ௧ݎݐ

௚൯with the help of Spatio-temporal 
regularization.  

(d) Spatio-temporal regularization, geodesic 
distance and super pixel modeling  

In this sub-section, we present Spatio-temporal 
regularization, geodesic based graph construction and 
superpixel segmentation model. Let us consider 
࣭ = ,ଵݏ] ,ଶݏ . . ,  ௧] sequence whose probability map isݏ
computed as ௖࣪

௧(ݔ௜௧) which corresponds to the ݇௧௛ 
frame ݏ௞  at pixel ݔ௜௞ . As discussed before, we 
compute the optical flow for the consecutive frames 
which is denoted as ࣫, let ࣫௧  be the optical flow of 
frame ݏ௞, hence the gradient magnitude of this can be 
given as ℰ௢௧ = ‖∇࣫௧‖. Further, we apply superpixel 
segmentation and denote it as ௞ࣱ = ଵ௧ݓ} ଶ௧ݓ, ,  .{௞௧ݓ…
With the help of pixel edge map ℰ௖௞, edge probability 
of each super pixel ௡ࣱ

௞ can be computed by taking 
the ten largest edge probability values. This helps to 
generate the superpixel edge map ℰመ௖௞. In next phase, 
superpixel optical flow map is computed ass ℰመ௢௞. 
With the help of these measurements, the 
spatiotemporal edge probability can be given as: 

ℰ௞ = ℰመ௖௞ .ℰመ௢௞ 
 (8)  

At this stage, we consider geodesic distance 
measurement to discriminate the visual regions from 
the background and compute the likelihoods for 
foreground. In order to perform this task, we 
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construct a undirected graph as ܩ௞ = {ॽ௞ ,ॱ௞} with 
superpixel data as ௞ࣱ. The weights of superpixel 
which can be given as: 

݁௠௡௞ = ‖ℰ௞( ௠ࣱ
௞ )− ℰ௞( ௡ࣱ

௞)‖ (9)  
ℰ௞( ௠ࣱ

௞) and ℰ௞( ௡ࣱ
௞) denotes the Spatio-

temporal boundary values of corresponding 
superpixel. Based on thi obtained graph structure 
|ॽ௞| × |ॽ௞|, we compute the weight matrix as ॾ௞. 
The (݉, ݊) elements of this matrix are given as 
ॾ௞(݉, ݊) = ݁௠௡௞ . At this stage, for each superpixel 
data the probability of foreground is computed based 
on the shortest geodesic distance to the image 
boundaries which can be expressed as: 

௡ܲ
௞ = min

ࣤ∈	ℐೖ
݀௚௘௢ ( ௡ܹ

௞ ௞) (10)ܩ,ࣤ,

Where ℐ௞ denotes the superpixel in the obtained 
image boundary, geodesic distance is computed 
between tow superpixel आଵ ,आଶ ∈ |ॽ௞| and can be 
expressed as ݀௚௘௢(आଵ ,आଶ  ௞). This distance can beܩ,
computed as: 

݀௚௘௢(आଵ ,आଶ (௞ܩ, = min
஼ೡభ,ೡమ

෍ ॾ௞
℘ୀ଴,ଵ

௩భ,௩మ(℘) (11)ܥ.

whereܥ௩భ,௩మ(℘) denotes the node connectivity 
where ℘ denotes the connecting status for ݒଵ,ݒଶ. If 
the obtained superpixel is outside from the desired 
object, the foreground probability is small because 
image boundaries are not passing the spatiotemporal 
region whereas of the superpixel is inside the desired 
object then it has higher probability of edges which 
leads towards the increased distance from image 
boundaries.  

(e) Optimization stage 

As of now, we have obtained the background and 
foreground region pixels based on the 
aforementioned computations. Here we present a 
further optimization process using augmented 
Lagrangian formulation which is expressed as: 

ℒ(ℬ,ℱ,ॷ,߱) = min
ℬ ,ℱ

‖ℬ‖∗ +Ψ௚(ℬ,ℱ)

+ 	Ψ௖(ℬ,ℱ) 
ଵ‖ℱ‖ଵߚ+ + ܯ)൫ܻݎݐ ∘ (ࣞ − ℬ −ℱ)൯ 

+
߱
2
ܯ‖ ∘ (ࣞ −ℬ −ℱ)‖ℱଶ  

(12)  

Where ॷ ∈ ॺ௖×௣ denotes a Lagrangian multiplier 
matrix and ߱ > 0 denotes the penalty factor for 
violating the optimization constraints. Here, we 
present an optimal solution where first we update 
parameter of ℬ  by keeping other parametersas 
constant and later we present the update process of ℱ 
by keeping other parameters as constant. First of all, 

we present the updating process of ℬ when other 
parameters are fixed. This can be denoted as: 

ℬ௞ାଵ = argminℒఠ(ℬ௞,ℱ௞,ܯ௞,ॷ) 
 (13)

The updated solution can be written by computing 
the SVD for the given set as: 

(࣯.Ω,ॽ) = ܱ)ܦܸܵ ௞ܯ− +
1
߱௞ ܺ

௞) 

ℬ௞ାଵ = ࣯ࣨ భ
ഘೖ

(Ω)ॽ் 
(14)  

࣯Ωॽ் denotes a monotonically increasing sequence 
which is singular value decomposition of  (ܱ −
௞ܯ + ଵ

ఠೖܺ௞) and ࣨ denotes the shrinkage scalar 
operator which is given as 
ఌࣨவ଴(. ) = (ݔ)݊݃ݏ max(|ݔ|− ,ߝ 0). Similarly, we 

update the parameter of ℱ  by fixing. Hence the 
problem can be rewritten as: 

ℱ௞ାଵ = argmin
ℱ

ℒ (ℬ௞ାଵ,ℱ,ॷ௞ ,߱௞) 

= argmin
ℱ

ߚ ‖ℱ‖ଵ

+ ݎܶ ቀॷ൫ܯ

∘ (ࣞ − ℬ௞ାଵ −ℱ)൯ቁ

+ 	
߱௞

2
ฮ൫ܯ

∘ (ࣞ − ℬ௞ାଵ −ℱ)൯ฮ
ℱ

ଶ
 

(15)

 

The closed form solution for this problem can be 
written as: 

ℱ௞ାଵ = ఉࣨ

߱௞
ܯ) ∘ (ࣞ − ℬ௞ାଵ) +

ॷ௞
߱௞

 (16)  

With the help of this closed form solution the updated 
foreground can be obtained for each current frame 
and this process is repeated until the entire frames are 
analyzed.  This approach helps to extract the 
foreground object from the camouflage frame.  

4. Results and discussion  

In this section, we present an extensive 
experimental study for camouflage moving object 
detection, tracking and segmentation using proposed 
Motion-Aware Camouflage Modeling (MACM). The 
proposed approach is implemented on different type 
of datasets using MATLAB simulation tool and 
performance of proposed approach is compared with 
the existing techniques of camouflage moving object 
detection methods.  
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Experiment 1: CAMO_UOW dataset [23] 

This dataset includes 10 real time captured scenes 
which includes in-house and out-of-house case. This 
dataset includes 10 video sequences with multiple 
resolution and different type of formats (grayscale 
and RGB). The complete details of this dataset is 
given in table 2. These sequence are camouflaged 
sequence because the user wears the similar clothes 
to the background. Ground truth data is manually 
labeled for all frames.  

Table 2 CAMO_UOW Dataset details 

Video 
Sequence 

Total 
Frames 

Resolution Format 

Sequence 
1 

371 1620
× 1200 

Grayscale  

Sequence 
2 

176 1620
× 1200 

Grayscale 

Sequence 
3 

371 1620
× 1200 

Grayscale 

Sequence 
4 

371 1620
× 1200 

Grayscale 

Sequence 
5 

371 1620
× 1200 

Grayscale 

Sequence 
6 

373 1620
× 1200 

Grayscale 

Sequence 
7 

272 1920
× 1080 

RGB 

Sequence 
8 

466 1920
× 1080 

RGB 

Sequence 
9 

288 1920
× 1080 

RGB 

Sequence 
10 

458 1920
× 1080 

RGB 

 

The performance of proposed approach is carried out 
in terms of F-Measure and compared with the several 
popular state-of-art techniques such as “MOG2 [19]”, 
Fuzzy integral , Adaptive SOM , MultiLayer [40], 
SuBSENSE [41], Pixel based adaptive segmentation 
[42], DECOLOR [43], COROLA [44] and FWFC 
[23]. The comparative performance in terms of F-
measure for camouflage moving object detection is 
presented in table 3.  

Table 3 F-score comparison 

Sequ
ence 

M
OG

2 
[19] 

Fu
zzy 

AS
IM 

M
L 
[4
0] 

SuBS
ENSE 
[41] 

Pi
xel 
ba
se
d 

[42
] 

DEC
OLO
R [43] 

COR
OLA 
[44] 

FW
FC 
[23

] 

MA
CM 

S1 0.7
9 

0.8
8 

0.8 0.9 0.89 0.8
9 

0.92 0.80 0.9
4 

0.95 

S2 0.8
2 

0.7
9 

0.8 0.8
2 

0.88 0.8 0.83 0.58 0.9
6 

0.96 

S3 0.8
8 

0.8
6 

0.8
5 

0.9
1 

0.9 0.8 0.9 0.82 0.9
4 

0.96 

S4 0.8
9 

0.9 0.7
6 

0.9
3 

0.78 0.8
8 

0.95 0.87 0.9
4 

0.95 

S5 0.8
4 

0.8
6 

0.8
2 

0.8
3 

0.82 0.8 0.82 0.75 0.9
1 

0.94 

S6 0.9
3 

0.8
7 

0.7
7 

0.9
5 

0.92 0.9
5 

0.97 0.72 0.9
4 

0.95 

S7 0.7
6 

0.8
3 

0.8
8 

0.9
1 

0.87 0.7
9 

0.91 0.83 0.9
6 

0.98 

S8 0.8
3 

0.8
7 

0.8
5 

0.8
7 

0.93 0.8
6 

0.86 0.68 0.9
6 

0.94 

S9 0.8
9 

0.9 0.8
7 

0.8
4 

0.92 0.8
7 

0.86 0.78 0.8
8 

0.95 

S10 0.8
9 

0.8
6 

0.8
9 

0.9
1 

0.90 0.9
0 

0.94 0.85 0.9
6 

0.98 

Avg. 0.8
52 

0.8
62 

0.8
29 

0.8
87 

0.881 0.8
54 

0.896 0.768 0.9
39 

0.95
6 

 

This comparative study shows that the proposed 
approach achieves significant performance for these 
type of camouflaged moving objects where 
background is static. 

Proposed approach achieves average F-measure 
performance as 95.6% which shows a significant 
improvement in the performance. 

Based on the obtained foreground detection, we 
compute the other performance measurement 
parameters such as average precision, average recall 
and average F-measure. Comparative performance of 
these measurements is depicted in table4.  

Table 4 Avg. precision, Avg. Recall and Avg. F-
measure performance 

Technique 
Used 

Precisio
n 

Recall F-
Measure 

MOG2 [19] 0.89 0.68 0.74 
Fuzzy  0.9 0.64 0.71 
ASIM  0.78 0.81 0.78 

ML[ 40] 0.91 0.72 0.79 
SuBSENSE [41] 0.89 0.76 0.78 
Pixel Based [42] 0.95 0.61 0.71 
DECOLOR [43] 0.92 0.75 0.8 
COROLA [44] 0.79 0.76 0.76 

FWFC [23] 0.85 0.9 0.87 
MACM 

(Proposed) 
0.94 0.93 0.95 
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The above experiment is conducted for camouflage 
moving objects where background scenes are static.  

In this work we present another experimental study 
which is conducted for the video sequences where 
background scene are dynamic. 

(i) Dynamic background moving object 
detection 

This section presents experimental study for the 
moving object detection where background scenes 
are dynamic and foreground objects are moving. In 
order to perform this experiment, we have considered 
CDnet 2014 dataset [45] which contains total 11 
videos of different categories which are known as 
bad weather, dynamic background and baseline and 
so on. To show the performance of our work, we 
have considered dynamic background sequence 
which has six different categories named as Boats, 
Canoe, Fountain01, Fountain02, Overpass and fall. 
The performance of proposed approach is compared 
with the existing techniques which are: IGMM 
technique [21], codebook [22], ViBe technique [46], 
SOBS technique [17], SuBSENSE [41], LBSP 
technique [47], PAWCS technique [48] and Spatio-
temporal classification [49].  

In order to show the performance of proposed 
approach we randomly selected video frames and 
performed the background subtraction model. The 
considered frames are as follows: Boat sequence 
1996th frame, 960th frame in canoe, 719th frame in 
Fountain01, 1268th frame in fountain02 sequence, 
2452nd sequence in overpass sequence and 3982nd 
frame in fall sequence. The results of background 
subtraction are depicted in figure 3.  

 
Figure 3 Foreground detection results of IGMM [21], 

Codebook [22], ViBe [46], SOBS [17], SuBSENSE [41], 
LBSP [47], PAWCS [48], STC [49] and proposed 

approach. 

Based on the experiments, we have computed the 
performance measurement matrices as precision and 
recall and compared the performance with the 
aforementioned existing techniques.  A comparative 
performance in terms of precision, recall and F-
measure is given in table 5.  

Table 5 Comparative performance for CDN 2014 Database 

Sequ
ence 

Evalu
ation 
metri

cs 

IG
M
M 
[21

] 

Code
book 
[22] 

Vi
Be 
[4
6] 

SO
BS 
[17

] 

SuBS
ENSE 
[41] 

LB
SP 
[47

] 

PA
WC

S 
[48] 

S
T
C 
[4
9] 

Prop
osed 
Appr
oach 

Boats 

Precis
ion 

0.4
6 0.32 0.

39 
0.4
4 0.43 0.6

6 0.75 0.
81 0.89 

Recal
l 

0.8
5 0.88 0.

77 
0.7
4 0.86 0.7

4 0.92 0.
89 0.91 

F-
Meas
ure 

0.6 0.47 0.
52 

0.5
5 0.58 0.6

9 0.83 0.
85 0.90 

Cano
e 

Precis
ion 

0.5
0 0.60 0.

73 
0.5
2 0.73 0.8

0 0.79 0.
87 0.92 

Recal
l 

0.5
0  0.60 0.

73 
0.5
2 0.73 0.8

0 0.79 0.
87 0.91 

F-
Meas
ure 

0.6
38  0.70 0.

61 
0.6
0 0.75 0.8

0 0.84 0.
86 0.95 

Fount
ain01 

Precis
ion 

0.2
22 0.29 0.

21 
0.1
4 0.58 0.3

1 0.85 0.
36 0.92 

Recal
l 

0.2
6 0.21 0.

14 
0.1
4 0.26 0.2

4 
0.19

7 
0.
24 0.62 

F-
Meas
ure 

0.2
24  0.24 0.

17 
0.1
4 0.36 0.2

7 0.32 
0.
29
2 

0.66 

Fount
ain02 

Precis
ion 

0.2
22 0.29 0.

21 
0.1
4 0.58 0.3

1 0.85 0.
36 0.89 

Recal
l 

0.2
6 0.21 0.

14 
0.1
4 0.26 0.2

4 
0.19

7 
0.
24 0.62 

F-
Meas
ure 

0.7
18  0.42 0.

54 
0.5
8 0.83 0.7

6 0.83 0.
84 0.91 

Over
pass 

Precis
ion 

0.6
8 

0.48  0.
84 

0.5
9 

0.75  0.6
1  

0.87 0.
93 

0.95 

Recal
l 

0.8
3 0.86 0.

42 
0.6
8 0.78 0.8

3 0.90 0.
87 0.93 

F-
Meas
ure 

0.7
4 0.61 0.

55 
0.6
3 0.72 0.7

0 0.89 0.
90 0.93 

Fall Precis
ion 

0.2
8  

0.25 0.
62 

0.1
6 

0.59 0.2
7 

0.90 0.
91 

0.94 

Recal
l 

0.9
8 

0.97 0.
52 

0.7
2 

0.78 0.8
1 

0.90 0.
86 

0.93 

F-
Meas
ure 

0.4
34  

0.39 0.
54 

0.2
6 

0.70 0.4
0 

0.91 0.
91 

0.94 

 



Rita Kamble  et al., International Journal of Advanced Trends in Computer Science and  Engineering, 9(5),  September - October  2020, 8094 -  8106 

8103 
 

The above given table 5 shows a comparative 
performance analysis using CDN 2014 database. In 
this table, we have presented various performance 
measurement parameters such as precision, recall and 
F-measure. The complete experimental study shows 
that the proposed approach obtained significant 
improvement in the foreground segmentation using   
proposed approach.  

5. CONCLUSION 

In this article, we have focused on the moving object 
detection from the static and dynamic video 
sequences along with this, we have considered a 
dynamic background scenarios where moving objects 
are camouflaged. The proposed approach considered 
both static and dynamic background along with 
moving camouflaged objects. According to this 
study, the camouflage object detection and 
foreground subtraction problem is formulated as low-
rank representation problem where first of all we 
apply pre-processing phase. In this phase, motion 
related information and optical flow models are 
computed for the given frames. In next phase, we 
apply, low-rank representation approach which helps 
to obtain the optimal solution for the given problem 
using Lagrangian method. Further, we apply 
superpixel segmentation, spatial and temporal feature 
extraction which are used to represent the geodesic 
distance and later the obtained information are used 
for identification of the object and segmentation. 
Experimental study shows a significant improvement 
in the foreground object detection and segmentation 
when compared with the existing techniques.   
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