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 
ABSTRACT 
 
When focusing on the elderly people, falling is considered a 
major health problem that can lead to serious injuries; 
sometimes it can cause the death of them. So, fall detection is 
an important service for the elderly healthcare to improve the 
daily life of them and decrease the costs of monitoring these 
individuals. The fall detection is considered as a problem of 
detecting anomalies because falling is an abnormal activity. 
To deal with such issue, we present (OFSRAE) which is 
unsupervised fall detection framework based on deep learning 
techniques to detect the elderly people falls. Our proposed 
framework consists of two stages: the data preprocessing and 
the deep learning model. We applied the dense optical flow in 
the first stage to extract the information of the motion and 
direction of moving objects in the foreground. The deep 
learning model in the second stage is based on the 
convolutional long short term memory autoencoder 
(ConvLSTMAE) network, and the residual connections to 
extract spatial and temporal features of videos that are 
captured from thermal and depth cameras. The reconstruction 
error of an autoencoder is used to identify falls as anomalies 
recorded in such videos. We experimentally evaluated 
OFSRAE framework on the publicly available UR and 
thermal fall datasets which conserve the elderly privacy that is 
an important issue during monitoring. The experimental 
results show that the proposed framework detects falls with 
high performance compared to other deep learning models in 
the literature.  
 
Key words: Anomaly detection, Fall detection, Deep 
learning, Convolutional autoencoder, Residual network, 
Optical flow. 
 
1. INTRODUCTION 
 
The population of the elderly people is predicted to rapidly 
grow over the world. Most elderly people need special care 
because they mostly suffer from various diseases [1]. The 
presence of internet of things (IoT) and smart homes 
technologies are used to provide healthcare monitoring for the 
elderly who are living alone. There are different sensors that 
can be used to monitor the elderly people without interfering 
 

 

in their daily life. A major health problem that affects the 
quality of elderly life is human falls. Falling of the elderly 
causes serious health problems that can in sometimes cause 
death of these people. So, fall detection is an important service 
for the elderly healthcare to enhance the daily life of the 
elderly people and decrease the elderly people monitoring 
costs. Various fall detection approaches have been proposed 
to detect falls. These approaches use different methods to 
detect falls such as machine learning and deep learning 
techniques and use different devices to monitor the daily life 
of the elderly people.  These devices can be divided into 
ambient devices, wearable sensors and vision devices [2]. The 
ambient devices are used to capture the sound and vibration of 
the elderly to detect their position and motion. The problem of 
these devices is low accuracy and causing many false alarms. 
While the wearable sensors such as accelerometers and 
gyroscopes are used to collect the movement information of 
the elderly people [3]. These sensors cause the inconvenience 
for these people because they have to wear them all the time. 
Furthermore, they may forget to wear these sensors.  In vision 
devices, cameras are used to capture videos for the elderly 
people during their daily life. The camera provides more 
information about the elderly and the environment 
surrounding them [4]. However, camera violates the privacy 
of people. To overcome this problem, different types of 
cameras can be used such as depth and thermal cameras which 
they conserve the people privacy. Also, these cameras can 
capture the images in the dark places and during the night. 
Therefore, in this paper, we focus on videos captured from 
depth and thermal cameras to detect the elderly people falls. 
The main challenge is developing a robust fall detection 
system to avoid false positive and obtain high accuracy for 
decreasing the post-effects of the falling. In this paper, we 
introduce Optical Flow Spatiotemporal Residual 
AutoEncoder (OFSRAE) framework to detect the elderly 
people falls. This framework is composed of two steps. The 
first step is data preprocessing, in which the optical flow maps 
of video frames are extracted. In fall detection approaches, the 
feature extraction plays very important role to detect different 
forms of falls with high accuracy. In the second step of 
(OFSRAE) framework, the deep learning model is used 
optical flow maps to extract spatial and temporal features to 
identify falls as anomalies in unsupervised manner. Our deep 
learning model is trained in unsupervised manner because 
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collecting fall data is difficult and may put life of people in 
danger.  We use the normal daily living activities (ADL) only 
to train our model. The model is built using the convolutional 
autoencoder network, ConvLSTMnetwork, and the residual 
connections. This model consists of encoder and decoder 
based on 2D convolutional layers, ConvLSTM and residual 
connections between encoder and decoder layers. In encoder 
part, the first convolutional layer is followed by tanh 
activation function. The rest convolutional layers are followed 
by batch normalization (BN) and relu activation function. In 
the final layer, one ConvLSTM layer is used. While the 
decoder part is built in a symmetrical way of the encoder 
structure.The residual connections are added between some 
encoder layers and their corresponding decoder layers to 
facilitate convergence and improve the result [5]. Training of 
our model aims to reduce the reconstruction error of the 
autoencoder between input and output.  The OFSRAE 
framework is trained and tested on the depth dataset that 
captured from depth camera and the infrared thermal dataset 
that captured from thermal camera. After the training phase is 
successfully finished, the proposed framework is tested on 
both normal daily living activities (ADL) and fall data. 
The main contributions of this paper aim to: 

 Propose a fall detection framework called 
(OFSRAE) based on the optical flow and deep 
learning techniques and train it in unsupervised 
manner,  

 Test the proposed framework on the publicly 
available depth URFD and thermal fall datasets 
where depth and thermal cameras conserve the 
person privacy, and  

 Compare the proposed framework with 
convolutional autoencoder (CAE), 
denoisingautoencoder (DAE), convolutional long 
short term memory autoencoder (CLSTM-AE) 
models, and spatiotemporal residual autoencoder 
(SRAE).   

The remainder of this paper is organized as follows: section 2 
presents an overview of related work in fall detection. Section 
3 introduces an overview of the proposed framework. Section 
4 reports the experiments and analyzes the results. Section 5 
overviews the conclusion of the paper and the future work. 
 
2. RELATED WORK 
 
Various approaches have been proposed for fall detection in 
smart houses. Authors in [6] propose a human fall detection 
approach using deep leaning technique to detect falls in 
videos captured by depth cameras. This approach is built 
using multi class LSTM. Authors in [7] propose a deep 
learning model to detect human falls called CNN-3B3Conv 
using accelerometer data. This model is based on a 
convolutional neural network. It consists of three blocks. The 
first and second blocks structure is the same which consists of 
three convolutional layers with different kernel sizes and one 
maxpooling layer. While the last block is composed of three 
fully connected layers.  In [8], an enhanced threshold based 

fall detection mechanism is proposed. It uses the smartphone 
accelerometers to collect data for identifying the daily 
activities and falling action. In this mechanism, three values 
of threshold are used to differentiate between different 
actions. A two-step fall detection approach is proposed in [9] 
based on smartphone sensors to detect falls. It consists of two 
steps: the first one is performing the multi-class classification 
and the second step is converting the multi-class classification 
to the binary classification. In [10], the ConvLSTM-AE 
model is used to detect falls from videos captured from 
thermal cameras. This model is built using two parts spatial 
and temporal autoencoder. The spatial encoder consists of two 
convolutional layers. While, the temporal encoder uses one 
ConvLSTM layer. In [11], the human fall detection method is 
proposed using convolutional autoencoder. It uses the signals 
that are collected by floor acoustic sensors such as voices, 
music, footsteps for training the convolutional autoencoder. 
When the different sound occurs which is not in the training 
dataset, it is recognized as fall. In [12], the unsupervised fall 
detection approach using residual autoencoder called SRAE is 
proposed. It uses the autoencoder model based on the 
convolutional layers, ConvLSTM layers and residual 
connections. The   residual connections are used between the 
encoder and decoder layers. For training the autoencoder, the 
videos captured from thermal cameras are used. It trained in 
unsupervised manner by using only the normal ADL. The fall 
detection system based on multiple kernels learning called 
FallDroid is proposed in [13]. This system is composed of two 
steps: threshold based method and multiple kernels learning 
support vector machine(MKL-SVM). The threshold based 
method (TBM) is used first to discard most of ADLs 
according to threshold value. In the second step, MKL support 
vector machine is used to detect falls. In [14], the authors used 
CNN-AlexNet model for classification the normal and 
anomaly events. They focus on the daily human activities and 
fall actions.  
 
3. METHODOLOGY 
 
In this section, we present our proposed framework 
(OFSRAE) which used for fall detection problem. The 
proposed framework (OFSRAE) as shown in Figure 1 
consists of two steps. The data preprocessing is the first step 
of our framework. In this step, the dense optical flow 
algorithm is applied to video frames of the datasets to extract 
the dense optical map of these frames. While in the second 
step, the residual convolutional LSTM autoencoder is trained 
on the dense optical maps to extract the spatial and temporal 
features. 

3.1 Data Preprocessing 
The data preprocessing is the first step in the proposed 
framework (OFSRAE) which aims to produce the optical flow 
maps of input video frames. There are two methods of optical 
flow: dense optical flow and sparse optical flow. In Dense 
optical flow, the flow vectors are created for all pixels of the 
frame. While the sparse optical flow creates the flow vectors 
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of some important pixels of the entire frame. 

 

Figure 1: Proposed framework (OFSRAE) 

 
In this paper, we use dense optical flow because the accuracy 
of the dense optical flow is higher than the sparse optical flow. 
We use farneback optical flow algorithm to extract dense 
optical flow maps of each frame. The farneback optical flow 
algorithm is proposed in [15] which use polynomial 
expansion transform to approximate each neighborhood of 
each pixel of frame with polynomial. It creates the dense 
optical flow objects by estimating the motion and direction of 
moving objects between two consecutive frames. The 
quadratic polynomials in the farneback optical flow algorithm 
represented in the local coordinate system [15] as in equation 
(1). 
 

ݔܣ்ݔ~(ݔ)݂ + ݔ்ܾ + ܿ																														(1) 
 

whereܣdenotes to a symmetric matrix, ܾ denotes to  a vector, 
and ܿ stands for a scalar. The coefficients are computed from 
a weighted least squares fit to the signal values in the 
neighborhood.  
The first frame polynomial can be represented as in equation 
(2) which is obtained at time	t. 
 

ଵ݂(ݔ)~ܣ்ݔଵݔ + ܾଵ
ݔ் + ܿଵ(2) 

 
The consecutive frame polynomial can be computed from the 
first frame polynomial with the displacement ݀  at time 
ݐ) +  as shown in equations (3), (4), and (5) by substituting(ݐ݀
x by (x-d) in equation (2). 
 

ଶ݂(ݔ) = ଵ݂(ݔ − ݀)																																	(3) 
ଶ݂(ݔ) = ݔଵܣ்ݔ + (ܾଵ − ݔ்(ଵ݀ܣ2 + ଵ݀ܣ்݀ − 		ܾଵ்݀ + ܿଵ 

(4) 
ଶ݂(ݔ) = ݔଶܣ்ݔ + ܾଶ

ݔ் + ܿଶ																								(5) 
 

By equating the coefficients of equations (4) and (5), the 
equations (6), (7), and (8) are obtained as the following: 

 
ଶܣ =  (6)					ଵܣ

ܾଶ = (ܾଵ −  (7)																																	ଵ݀)ܣ2
ܿଶ = ଵ݀ܣ்݀) − ܾଵ்݀ + ܿଵ	)																								(8) 

 
The displacement vector can be obtained from equation (7) as 
shown in equation (9). 

 
݀ = ଵିଵ(ܾଵܣ	0.5 − ܾଶ)																												(9) 

 
At the end, we obtain the dense optical flow maps of the 
consecutive frames of the thermal and depth videos which are 
used as inputs to the next step of our proposed framework 
(OF-SRAE). 

3.2 Deep Learning Model 
The deep learning model is the second step of the proposed 

framework after the data preprocessing step. The deep 
learning model which is used in this paper is proposed in [12] 
as shown in Figure 2. This model is based on the 
convolutional autoencoder, ConvLSTM and the residual 
connections to detect falls as anomalies. This model is 
composed of two networks: the encoder network and the 
decoder network. As shown in Figure 2, the encoder network 
consists of four convolutional layers and one ConvLSTM 
layer. The purpose of 2D convolutional layers is to extract the 
spatial features of the frames. The ConvLSTM layer is used to 
extract spatial and temporal correlations. The batch 
normalization layer (BN) and rectified linear unit (ReLU) 
activation function are used after each convolutional layer. 
Except, the first layer is followed by only TANH activation 
function. The benefits of the batch normalization layer (BN) 
are making training process faster and decreasing the 
overfitting. While the ReLU activation function is used to 
avoid the exploding and vanishing gradient problems. The 
stride is applied to each convolutional layer to perform the 
down sampling. The structure of the decoder network is built 
symmetrically of the structure of the encoder. It consists of 
one ConvLSTM and four transposed convolutional layers. 
The stride is applied to each transposed convolutional layer to 
perform the up sampling to increase the resolution of the 
output. To facilitate convergence the residual connection is 
used between encoder layers and decoder layers. For training 
the model, the dense optical flow maps of eight contiguous 
video frames that are obtained in the preprocessing step are 
used as input to the encoder. We trained the deep learning 
model in unsupervised manner by using the only normal 
activities of daily living (ADL) of datasets. The encoder 
encodes the dense optical flow maps and the decoder 
produces the reconstructed optical flow maps.  
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Figure 2: The Deep learning model of the proposed framework 
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The mean squared error loss is used to compute the 
reconstruction error between the input optical flow maps and 
reconstructed optical flow maps as shown in Eq. (10). The 
objective function is to reduce the reconstruction error.  
 

௜ܧܵܯ =
1
݊
෍(	ܫ௜ − ௜ܱ 	)ଶ
௡

௜ୀଵ

(10) 

 
whereܧܵܯ  is a reconstruction error , n is the number of 
training samples , ܫ is the input dense optical flow maps of 
eight contiguous video frames and ܱ  is the reconstructed 
optical flow maps. 
 In the testing phase, the model is tested on both the normal 
activities and falls. To detect falls, we compute the 
reconstruction error for the dense optical flow maps. When 
the reconstruction error is low, this indicates the normal 
activity and when the reconstruction error per frame is high, 
this indicates the occurrence of a fall. 
 
4.  EXPERIMENTAL METHODOLOGY AND RESULTS 
 

4.1 Dataset 
To test the proposed (OFSRAE) framework, we use the 
following two datasets to detect falls. These datasets contain 
videos captured from depth and thermal cameras. 

A. Thermal Dataset 
The thermal fall dataset [16] consists of normal activities of 
daily living (ADL) and fall videos. A FLIR ONE thermal 
camera is used to capture these videos with a spatial resolution 
of 640 × 480. In a room with a single view this thermal camera 
is mounted on an Android phone.  This dataset has 44 videos 
which divided into 9 ADL videos and 35 videos contain both 
falls and normal ADL. The falls in this dataset have occurred 
in different positions such as falling from sitting, falling from 
chair, and falling from standing.  Figure 3 shows samples of 
frames containing normal activities of daily living (ADL) and 
fall. 

B. UR Fall Detection Dataset 
The URFD dataset [17] contains 40 videos with only normal 
ADL and 30 videos with falls and also normal activities. Two 
Microsoft Kinect cameras are used to capture these videos 
with resolution (640×480). One of the cameras is sitting 
parallel to the floor and other is mounted on the ceiling. Falls 
were performed from standing and sitting on the chair. Figure 
4 shows samples of normal ADL and falls from URFD 
dataset. 

4.2 Experimental Setup and Results 
To evaluate the performance of the proposed OFSRAE 
framework to detect falls, we compare it with Spatio-temporal 
Residual AutoEncoder (SRAE), convolutional long short term 
memory autoencoder (CLSTMAE), convolutional 
autoencoder (CAE), and denosingautoencoder (DAE) models. 
Our experiments are executed on a processor core i7 (4GHz, 8 

M cache) with GPU TITAN X 12 GB and 16 GB RAM 
running 64-bit Windows 10. All models and training 
procedures are implemented in Keras with Tensorflow 
backend. The configurations of the encoding and decoding 
phases for the DAE, CAE, CLSTMAE, and SRAE models are 
illustrated in Table 1 [12]. We use the same results for the 
compared models as in [12]. The proposed model is trained on 
the two datasets: thermal fall dataset and URFD dataset for 30 
epochs. While the DAE and CAE models are trained on 
Thermal dataset for 200 epochs and CLSTMAE model is 
trained for 50 epochs. The DAE, CAE, and CLSTMAE 
models are trained on URFD dataset for 500 epochs. The 
SRAE model is trained on URFD dataset for 200 epochs and 
on thermal fall dataset for 30 epochs. The batch size was set as 
32 for all models. We use the Adadelta optimizer in training 
phase for all models. The frames of both datasets are resized 
to 64 × 64. All models are trained in unsupervised manner. 
Only normal ADL videos are used for training phase. While, 
in the testing phase, fall videos that contains of both normal 
and fall frames are used. A reconstruction error is calculated 
that can be used as anomaly score to identify a fall frame as an 
anomaly. We train all models on the URFD and thermal fall 
datasets for 100 epochs to show the convergence rate for each 
model. The convergence curves for all models are shown in 
Figure 5 and Figure 6. As shown in these figures, the proposed 
OFSRAE framework has fastest convergence rate than other 
compared models. To compare the performance of the 
models, we used ROC AUC (Receiver Operating 
Characteristic area under curve) and PR AUC (Precision 
Recall area under curve). The ROC AUC and PR AUC are the 
area under the ROC curve and the PR curve respectively. A 
ROC curve is a graphical plot between true positive rate 
(TPR) as shown in Eq. (11), and false positive rate (FPR) as 
shown in Eq. (12). The model is better when the ROC AUC is 
high. While, a PR curve is a graphical plot between precision 
rate as shown in Eq. (13) and recall rate as shown in Eq. (14). 
The model is better when the PR AUC is high. 
 

ܴܶܲ		 = ்௥௨௘	௉௢௦௜௧௜௩௘௦
(்௥௨௘	௉௢௦௜௧௜௩௘௦ାி௔௟௦௘	ே௘௚௔௧௜௩௘௦)

(11) 
 

ܴܲܨ = ி௔௟௦௘	௉௢௦௜௧௜௩௘௦
(ி௔௟௦௘	௉௢௦௜௧௜௩௘௦ା்௥௨௘	ே௘௚௔௧௜௩௘௦

(12) 
 

݊݋݅ݏ݅ܿ݁ݎܲ =
ݏ݁ݒ݅ݐ݅ݏ݋ܲ	݁ݑݎܶ

ݏ݁ݒ݅ݐ݅ݏ݋ܲ	݁ݑݎܶ) +  (ݏ݁ݒ݅ݐ݅ݏ݋ܲ	݁ݏ݈ܽܨ

(13) 
	ܴ݈݈݁ܿܽ = ்௥௨௘	௉௢௦௜௧௜௩௘௦

(்௥௨௘	௉௢௦௜௧௜௩௘௦ାி௔௟௦௘	ே௘௚௔௧௜௩௘௦)
(14) 

 
Table 2 shows The ROC AUC and PR AUC results for all 
models: DAE, CAE, CLSTMAE, SRAE and the proposed 
OFSRAE on the thermal dataset and URFD dataset. The ROC 
AUC and PR AUC results are the average of AUC across all 
test videos, with standard deviation in brackets. 
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Figure 3: Thermal dataset – ADL and fall frames. 

 
Figure 4: URFD dataset – ADL and fall frames. 

 
 

Table 1:   Configurations of DAE, CAE, CLSTMAE, and SRAE models

DAE CAE CLSTMAE SRAE 
Dense (4096) 
Dense (1500) 
Dense (1000) 
Dense (500) 
Dense (500) 
Dense (1000) 
Dense (1500) 
Dense (4096) 

2D Convolution (kernal=3 x 
3, filters=16) 
2D Max_pooling  (2,2) 
2D Convolution( kernal=3 x 
3, filters =8) 
2D Max_pooling (2, 2) 
2D Convolution( kernal =3 x 
3, filters =8) 
2D Max_pooling (2,2) 
2D Convolution Transpose( 
kernal =3 x 3, filters =8) 
2D Up_sampling (2, 2) 
2D Convolution Transpose ( 
kernal =3 x 3, filters =8 ) 
2D Up_sampling (2, 2) 
2D Convolution Transpose 
(kernal =3 x 3, filters =16) 
2D Up_sampling (2, 2) 
2D Convolution Transpose  
(kernal =3 x 3, filter =1 ) 

2D Convolution 
(kerneal=11 x 11, filters 
=128 , stride=4) 
2D Convolution (  kernal =5 
x 5, filters =64 , stride =2) 
2D ConvLSTM (kernal =3 
x 3, filters =64) 
2D ConvLSTM (kernal =3 
x 3, filters =32 ) 
2D ConvLSTM( kernal =3 
x 3, filters =64) 
2D Convolution Transpose( 
kernel=5 x 5, filters =128 , 
stride=2) 
2D Convolution Transpose(  
kernal =11 x 11, filter=1 , 
stride =4) 

2D Convolution( kernal =7 x 7, filters=128  , 
stride=2) 
2D Convolution (kernal=5 x 5, filters =64  , 
stride =2) 
2D Convolution (kernal =5x 5, filters =64 , 
stride=2) 
2D Convolution(kernal= 5 x 5, filters =64, 
stride =2 
2D ConvLSTM( kernal 3 x 3, filters=32) 
2D ConvLSTM (kernal 3 x 3, filters=32) 
2D Convolution Transpose (kernal =5 x 5, 
filters=64  , stride=2) 
2D Convolution Transpose (kernal =5 x 5, 
filters=64  , stride =2) 
2D Convolution Transpose( kernal =5 x 5, 
filters=64 , stride =2) 
2D Convolution Transpose( kernal=7 x 7, 
filter=1 , stride =2) 
(With residual connection between 
convolution and convolution transpose layers) 
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Our framework OFSRAE holds the highest AUC values. For 
thermal dataset, its improvements of ROC AUC and PR AUC 
are 33%, and 76% than DAE model, 22 %, and 74% than CAE 
model, 14 % and 24% than CLSTMAE model, 1% and 4% 
than SRAE, respectively. For URFD dataset, its 
improvements of ROC AUC and PR AUC are 51%, and 35% 
than DAE model, 53 %, and 41% than CAE model, 29 % and 
24% than CLSTMAE model, 5% and 6% than SRAE, 
respectively. We noted that, CLSTMAE model performs 
better than DAE and CAE models because CLSTMAE model 
can extract the spatial and temporal features of video images. 
While SRAE model performs better than CLSTMAE model. 
This is because; besides SRAE extracts both the spatial and 
temporal features of video images, it also uses residual 
connections that facilitate convergence and improve 
performance. Interesting to see also that the proposed 
framework performs better than other compared models. This 
is because; our framework uses dense optical flow algorithm 
that extracts the motion and direction information of 
foreground objects. 
 

 
Figure 5: Convergence curves for DAE, CAE, CLSTMAE, SRAE, 

and proposed OFSRAE on thermal fall dataset with 100 epochs. 
 

 
Figure 6: Convergence curves for DAE, CAE, CLSTMAE, SRAE, 

and proposed OFSRAE on URFD dataset with 100 epochs. 

Table 2:  AUC values for different models for Thermal and URFD 
datasets 

Models 
Thermal dataset URFD dataset 

ROC 
AUC 

PR 
AUC 

ROC 
AUC 

PR 
AUC 

DAE 0.64 
(0.15) 

0.17 
(0.15) 

0.42 
(0.3) 

0.63 
(0.24) 

CAE 0.75 
(0.16) 

0.19 
(0.18) 

0.40 
(0.33) 

0.57 
(0.29) 

CLSTMAE 0.83 
(0.11) 

0.69 
(0.15) 

0.64 
(0.15) 

0.74 
(0.23) 

SRAE 0.97 
(0.08) 

0.93 
(0.13) 

0.87 
(0.1) 

0.92 
(0.1) 

OFSRAE 0.98 
(0.02) 

0.97 
(0.04) 

0.92 
(0.1) 

0.98 
(0.02) 

 
 
5. CONCLUSION AND FUTURE WORK 
 
In this paper, a fall detection framework called OFSRAE is 
proposed to detect the elderly people falls as anomalies. The 
proposed framework is built using two stages: data 
preprocessing and deep learning model. The optical flow 
method is used in data preprocessing stage to extract the speed 
and direction features of moving objects in the videos of the 
daily activities of the elderly people. While in the next stage, 
the deep learning model based on the convolutional 
autoencoder, ConvLSTM and residual connections is used to 
extract the spatial and temporal features of the dense optical 
flow maps. This model is trained in unsupervised manner by 
using only the normal daily living activities (ADL). While in 
the testing phase, the proposed model is tested on videos 
contain both normal ADL and fall actions. To test the 
proposed framework performance, we used the infrared 
thermal fall dataset and URFD dataset. We compared the 
proposed framework with DAE, CAE, CLSTMAE, and 
SRAE deep learning approaches. The comparisons are made 
in terms of ROC AUC and PR AUC. From the comparison 
results, the proposed framework has high performance to 
detect falls than other compared models. For the thermal fall 
dataset, the proposed OFSRAE framework achieves the 
highest (ROC AUC 98 % and PR AUC 97 %) values than 
SRAE (ROC AUC 97 % and PR AUC 93 %), CLSTMAE 
(ROC AUC 83% and PR AUC 69%), CAE (ROC AUC 75 % 
and PR AUC 19 %), and DAE (ROC AUC 64 % and PR AUC 
17 %) models. For the UR fall detection dataset, the proposed 
OFSRAE framework achieves the highest ROC AUC (92 %) 
and PR AUC (98 %) values than SRAE (ROC AUC 87 % and 
PR AUC 92 %), CLSTMAE (ROC AUC 64% and PR AUC 
74%), CAE (ROC AUC 40 % and PR AUC 57 %), and DAE 
(ROC AUC 42 % and PR AUC 63 %) models. For future 
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work, we plan to apply the proposed framework to different 
anomaly detection applications.  
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