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 
ABSTRACT  
 
This paper evaluates the accuracy of the students’ responses 
in the actual evaluation conducted in assessing student 
satisfaction in the use of the Learning Management System 
(LMS) in the College of Computing Education of the 
University of Mindanao in Davao City, Philippines. The use 
of data mining algorithms, namely the C4.5, K-Nearest 
Neighbor (KNN), and Naïve Bayes algorithms in the 
prediction of LMS assessment dataset consisting of 257 
instances and 24 variables, performed using the 10-folds 
cross-validation scheme in WEKA software, were 
undertaken. Simulation results revealed that the optimal 
model used for prediction is the Naïve Bayes algorithm with 
100% prediction accuracy. The high percentage accuracy 
denotes that the knowledge generated from the actual study is 
worthy of implementation. 
 
Key words: C4.5 algorithm, data mining, HEI, K-Nearest 
Neighbor algorithm, Naïve Bayes algorithm, prediction 
 
1. INTRODUCTION 
 
A nation’s growth relies on the education of its citizens as 
education is regarded as the bedrock for the development of 
every nation. An ever-changing mode of education has been 
prevalent for over centuries as challenges arise ranging from 
changes in school curriculum to closing down of schools due 
to protest by either staff and students, instability of 
government, or outbreak of pandemic of which, most 
countries have closed down schools today due to coronavirus 
disease 2019 (Covid-19) where the Philippines is of no 
exception [1]. 
 
However, the use of online technologies established a 
potential academic paradigm shift that transitions classroom 
learning to distance learning platform to pursue education 
despite the abovementioned challenges [2]. The use of 
learning management systems enables the anytime anywhere 
education concept with platforms developed according to the 

 
 

needs of learners. The use of learning management systems 
bridge learning gaps constrained either by time, distance, or 
both [3].  
 
The College of Computing Education (CCE) of the 
University of Mindanao in Davao City, Philippines, uses a 
blended learning approach in delivering quality education. A 
study of [4] assesses the use of Schoology as the LMS 
employed in the college. A 24-item survey questionnaire was 
deployed where responses obtained were used to generate the 
result of the study. 
 
However, the use of qualitative and quantitative methods 
with old predefined queries and charts in conducting research 
often unlikely to extract well-established knowledge from the 
dataset. With the advent of technology, a new paradigm 
called data mining [5] has taken the spotlight in the conduct 
of researches within the educational context. 
 
Data mining (DM), coined from the term knowledge 
discovery from databases (KDD), is a technique used in 
extracting information from databases by using mathematical 
and machine learning techniques and algorithms [6]–[11]. 
Some of the notable approaches in data mining include 
prediction, clustering, association, and classification, among 
others [12]. Among these, the prediction is identified as the 
commonly used method in health,  business, and educational 
data mining researches, among others [9]. 
 
Therefore, this paper evaluates the responses used in the 
study of [4] and predicts the accuracy of the dataset obtained 
from the actual survey they conducted. To realize, the use of 
C4.5, KNN, and Naïve Bayes algorithms are observed. 
Further, this study aims to identify the optimal algorithm 
needed for the prediction of the accuracy of the LMS 
acceptability assessment dataset. The study is hoped to 
contribute to the two major literatures; (1) higher education 
mining, and (2) data mining algorithms. 

 
2. RELATED LITERATURE 
 
The study of [13] used predictive learning analytics to 
develop a model that measures students’ success based on 
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student’s behaviors in using a learning management system. 
In the study, five essential features were classified to examine 
how these relate to the learning performance of a student. 
These features include the number of times the learners asked 
questions, downloaded course materials, viewed 
announcements, participated in discussions, and their 
absences. Dataset used was from an online repository that 
contained 480 learner data spanning two semesters. After 
data pre-processing, a prediction model was developed using 
the C4.5 algorithm. A 10-fold cross-validation method was 
used and attained a prediction accuracy of 68.54%. It has 
been concluded that downloading course materials is the 
most important feature that affects students’ performance.  
 
A behavior-based students’ performance prediction model 
using Naïve Bayes was presented in the paper of [14]. The 
dataset used in the study contained a sample of 480 students, 
wherein sixteen 16 variables were identified and used to 
develop the prediction model based on the background of the 
students and their behaviors in using a learning management 
system. The model was assessed for its accuracy using a 
10-fold cross-validation technique. Naïve Bayes returned an 
accuracy of 67.7082% accuracy with an error rate of 
32.2917%.  
 
In the study [15], a prediction model was developed to 
identify students’ personality and dominant preference based 
on the Myers-Briggs Type Indicator theory. Through this, 
students are made aware of how their personality affects their 
study habits, and this also allows educators to further 
understand their students better. The model was built upon 
the dataset collected from a learning management system and 
a social network, wherein ten attributes from 240 instances 
were classified. The study used ten classification algorithms 
to wit: RandomTree, OneR, KNN/IBK, J48(C4.5), 
NaiveBayes, BayesNet, Random forest, Kstar, JRIP, and 
Decision Table and determined the model with the highest 

accuracy. Findings show that the OneR algorithm obtained 
the highest accuracy of 97.40%, followed by random forest 
with 93.23% accuracy and C4.5 algorithm with 92.19% 
prediction accuracy.  
 
Another study confirmed whether learning management 
system activities and prior knowledge through national exam 
scores are valid predictors for passing programming courses. 
There were 153 data instances gathered from two semesters 
within a span of two school years, wherein ten attributes were 
classified using C4.5, JRip, and PART algorithms. The use of 
10-folds cross-validation scheme was instrumental in the 
classification, with results range at around 83% to 84%, 
wherein C4.5 performed best. Findings in the study yield that 
LMS activities were better predictors for success in 
programming subjects as against prior knowledge [14].  

 
3. METHODOLOGY 

 
3.1 Dataset 

 
The dataset used in this study are the responses of 257 
random first year to fourth-year student-respondents that 
used Schoology under the Bachelor of Science in 
Entertainment and Multimedia Communication (BSEMC), 
Bachelor of Science in Information Systems (BSIS), 
Bachelor of Science in Computer Science (BSCS), and 
Bachelor of Science in Information Technology (BSIT) 
programs under the College of Computing Education of the 
University of Mindanao during the 1st Semester of School 
Year 2019-2020. The use of 10-folds cross-validation 
scheme performed in Waikato Environment for Knowledge 
Analysis (WEKA) was instrumental for the prediction of the 
dataset with 24 variables having divided into four parts to wit: 
usefulness, ease of support, learning support, and satisfaction 
as shown in Table 1 below. 
 

 
Table 1: Variables used in the study 

Category Description Variable Response 

Usefulness 

Schoology helps me to be more effective. U1 {1,2,3,4,5,6,7} 
Schoology helps me to be more productive. U2 {1,2,3,4,5,6,7} 
Schoology gives me more control over the activities in my life. U3 {1,2,3,4,5,6,7} 
Schoology makes the things I want to accomplish easier to get done. U4 {1,2,3,4,5,6,7} 
Schoology saves me time when I use it. U5 {1,2,3,4,5,6,7} 
Schoology meets my needs. U6 {1,2,3,4,5,6,7} 
Schoology does everything I would expect it to do. U7 {1,2,3,4,5,6,7} 

Ease of Use 

Schoology is simple to use. E1 {1,2,3,4,5,6,7} 
Schoology is user friendly. E2 {1,2,3,4,5,6,7} 
Schoology requires the fewest steps possible to accomplish what I want to do. E3 {1,2,3,4,5,6,7} 
Schoology is flexible. E4 {1,2,3,4,5,6,7} 
Schoology provides simple and clear instructions. E5 {1,2,3,4,5,6,7} 
Schoology provides recovery of activities quickly and easily. E6 {1,2,3,4,5,6,7} 
Schoology has no downtime; it functions very well. E7 {1,2,3,4,5,6,7} 

Learning Support 

Schoology allows me to understand lessons more. L1 {1,2,3,4,5,6,7} 
Schoology provides features that facilitate my learning process. L2 {1,2,3,4,5,6,7} 
Schoology is a good platform to reinforce learning in the classroom. L3 {1,2,3,4,5,6,7} 
Schoology allows me to appreciate my subject. L4 {1,2,3,4,5,6,7} 
Schoology helps me manage my academic preparations. L5 {1,2,3,4,5,6,7} 

 
 
 
Satisfaction 

I would recommend Schoology to a friend. S1 {1,2,3,4,5,6,7} 
Schoology is fun to use. S2 {1,2,3,4,5,6,7} 
I feel I need to have a Schoology. S3 {1,2,3,4,5,6,7} 
Schoology helps me achieve my learning goals. S4 {1,2,3,4,5,6,7} 
Schoology is an excellent tool to manage learning. S5 {1,2,3,4,5,6,7} 
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3.2 Naïve Bayes Algorithm 
 
The Naïve Bayes is a renowned learning algorithm for 
machine learning and data mining, known for its efficiency 
and effectivity [16]–[19]. It is a probabilistic classifier based 
on Bayes’ Theorem with an assumption that all features 
employ conditional independence given the class variable. 
Naïve Bayes classifies objects given its attribute values using 
the Bayes’ rule expressed as: 
 

 
(1) 

 
where, P(c|x) is the posterior probability of class c given 
predictor x, P(c) is the prior probability of class c, P(x|c) is 
the likelihood which the probability of predictor x given class 
c, and P(x) is the prior probability of predictor x. 
 
3.3 K-Nearest Neighbor (KNN) Algorithm 
 
The KNN is a lazy learning algorithm that uses the entire 
dataset for training and testing. On the other hand, KNN 
being non-parametric means classification can be done even 
without prior knowledge about the data distribution. KNN 
works on feature similarities by predicting the classification 
of a new data point using a collection of similar classified 
data points [20]–[22]. In this study, the use of KNN with k 
value of 3 is observed. 
 
3.4 C4.5 Algorithm 
 
The C4.5 algorithm is a decision tree classifier developed by 
Ross Quinlan in 1993 [23]. The algorithm one of the widely 
used classifiers known for its straightforward interpretation 
[24], [25]. To perform, compute the gain ratio of each 
attribute first. Attributes whose gain ratio is at maximum will 
be identified as the root node of the tree. The algorithm uses a 
pessimistic pruning approach in removing unnecessary 
branches in the decision tree to increase the classification 
accuracy [9], [26]. 
 
3.5 Prediction Evaluation Tools 
 
In this study, the prediction models are evaluated using the 
root mean squared error (RMSE) and mean absolute error 
(MAE) statistical tools with equations below, along with the 
precision, recall, and f-measure. 

 

 

(2) 

 

 
 
 

 

(3) 

4. RESULTS AND DISCUSSION 
 
To predict the accurateness of the responses of the students in 
the LMS assessment conducted, the dataset was loaded to the 
Waikato Environment for Knowledge Analysis (WEKA) 
software and was tested along with the C4.5, KNN, and 
Naïve Bayes algorithms using the 10-folds cross-validation 
scheme.  
 
Simulation results in Tables 2-3 revealed that the Naïve 
Bayes algorithm is the optimal model for prediction as it 
obtained the highest accuracy of 100% as against the C4.5 
and KNN with a 99.61% prediction accuracy for both 
algorithms. However, both C4.5 and KNN algorithms differ 
in statistical error values with 0.0624 and 0.0416 error rates, 
respectively. Further, results show that the KNN algorithm is 
the second-best method to predict the accuracy of the LMS 
assessment dataset next to the Naïve Bayes algorithm as 
evident on the result of the precision, recall, and f-measures, 
supported by the forecast error evaluation tools used as the 
model with a lower error rate has the better forecast ability. 
Furthermore, the accuracy of the dataset is optimal, making 
the responses of the students in the study of [4] reliable and 
worthy of implementation. The graphical representation of 
the results is shown in Figures 1and 2. 

 
Table 2: Prediction model accuracy evaluation 

Model Accuracy % Precision Recall F-Measure 

C4.5 99.6109% 0.996 0.996 0.996 
KNN 99.6109% 0.996 0.996 0.996 

Naïve Bayes 100% 1.000 1.000 1.000 
 

 
Figure 1: Indexed comparison of prediction accuracies 

 
Table 3: Forecast error evaluation 

Model RMSE MAE 
C4.5 0.0624 0.0039 
KNN 0.0416 0.0036 

Naïve Bayes 0.0041 0.0004 
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Figure 2: Error rates of the three algorithms 

 
5.  CONCLUSION AND RECOMMENDATION 
 
Predicting the accurateness of the students’ responses in the 
study conducted by [4] is important. There is a need to 
reevaluate the responses of the students to know if the 
knowledge generated from the actual prior research 
conducted really needs to be implemented. In this paper, the 
use of the famous C4.5, KNN, and Naïve Bayes algorithms in 
the prediction of the accuracy of the LMS assessment dataset 
are conducted. Simulation results revealed that the data 
mining algorithms used attained a very satisfactory result 
with 100% accuracy, validating the acceptability level of the 
knowledge generated in [4]. It is recommended that the use of 
the university’s Blackboard LMS may be assessed as well. 
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