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 
ABSTRACT 
 
In the past decade, face recognition has gained an important 
role among the most frequently used image processing 
applications and the availability of viable technologies in this 
field has also contributed significantly to this. Face 
recognition has become an enabler in healthcare, surveillance, 
photo cataloging, attendance, and much more, which will be 
discussed in this review paper. Despite rapid progress in 
face-recognition technology, various challenges such as 
variations, occlusion, facial expressions, aging and many 
more that affect the performance of the system still need to be 
addressed. This paper presents a review on the 
state-of-the-art, enablers, challenges and solutions for face 
recognition. Face recognition can be categorized into three 
groups; namely global approach, local feature approach, and 
hybrid approach. The global approach uses the whole face as 
input for the face recognition system. The local approach uses 
measurements between important landmarks of a face and 
certain face region selection for training. The hybrid approach 
blends global and local approaches in which the hybrid 
approach uses the best global and local approach methods. 
The challenges of face recognition are; (i) automated face 
detection where difficulties lies on detecting a person's face, 
(ii) pose variations cause by rotation of people’s head, (iii) 
face occlusion, (iv) facial expression changes, (v) ageing of 
the face, (vi) varying illumination conditions, (vii) low image 
resolution, (viii) identity look-alike or twin, and (ix) other 
technical difficulties. Finally, the solutions to each of the 
highlighted challenges were described. The survey found that 
all the images considered for training and testing were made 
up of RGB images. With the rapid growth of computer 
technology in terms of computing speed and the increasingly 
sophisticated functions of smartphones, multispectral or even 
hyperspectral imagery could be considered for 
face-recognition research. 
 
Key words: face recognition, enablers, challenges, solutions.  
 

 
 

1. INTRODUCTION 
 
Computer technology has been a big part of our lives today. 
There are currently a number of ways to identify and verify 
methods. A biometric system is a pattern recognition system 
that identifies a person based on a feature vector derived from 
a specific biological characteristic or behavioral features that 
a person has. Among the popular biometric technologies, Face 
features scored the highest degree of consistency in a 
machine-readable travel document system based on multiple 
assessment factors and are the most effective method of 
human surveillance [1]. Face detection and face recognition 
have a promising potential for many uses, including security 
monitoring and human computer interaction. Facial 
recognition technology has reached an incredibly high 
standard in the last few years. Face recognition can be applied 
to both still images and videos. Face-recognition approaches 
for still images can be divided into three groups: global 
approach, local feature approach and hybrid approach [2]. The 
hybrid approach combines global and local face recognition 
approaches in an either serial or parallel to overcome the 
shortcomings of individual methods [3]. 
 
1.1 Face Recognition as an Enablers 
 
In an article published in [4], Face recognition is steadily 
gaining popularity in healthcare partly due to improvements 
in artificial intelligence that allowed the technology to be used 
in various ways. Face recognition technology has many 
potential applications in healthcare such as (i) securing 
hospital premises, (ii) emotion detection and sentiment 
analysis, (iii) patient fraud monitoring, and (iv) analyzing 
traffic patterns in hospitals. Haspari et al. [5] have proposed 
an approach to address the visually impaired problem by 
developing a portable smart cane by integrating the face 
recognition feature on the cane using Haar-Like features and 
Eigenfaces.Developmental prosopagnosis (DP) is a neuro 
developmental disorder characterized by a significant 
deficiency in facial identity recognition, which is assumed to 
result from the failure to develop the required visuo-cognitive 
mechanisms [6].Bate et al. [7] suggest that the field of face 
recognition research to continue developing new and accurate 
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face perception tests, and multiple tests of familiar and 
unfamiliar face memory that aim to unpick the challenging 
face learning process. Real-time human face detection and 
recognition is being carried out by analyzing video sequences 
captured by closed-circuit television (CCTV). Nowadays, 
airport security is very important for airline staff office and 
passengers and airport security systems that are based on face 
recognition technology have been implemented at many 
airports around the world [8] to detect a wanted suspect. In 
China, face recognition systems are used in factories, business 
centres with biometric access control and stadiums [9]. Li et 
al.[10] presented a cloud-based, omnipresent monitoring 
system through face recognition which consists of a face 
detection and recognition monitoring client module and a data 
visualization cloud storage module. Nowadays, it is very easy 
to take a photo by using smartphones. This then produces a 
significant number of electronic images. Managing a large 
number of digital images is very important for photography 
enthusiasts as well as for educational institutions. Huang and 
Huang [11] has introduced a Photo Automatic Face 
Recognition Classification System that is easy for users to 
locate their images. The program initially performs self-deep 
learning to obtain the face's feature value from 
a provided photograph of an individual. A And instead, after 
reading the sample photo, the program will find all of the 
photos in the specified folder and copy the photos found 
including the sample face to the corresponding person name 
folder. A conventional approach to record student attendance 
is performed by asking every student to sign on an attendance 
list that passes through all students during the beginning of 
lectures. With the growing number of Android smartphone, 
Sunaryono et al. [12], Khan et al. [13], Elias et al. [14], and 
Shen et al. [15] have developed a mobile-based attendance 
system using face recognition based approach. Face 
recognition can also be applied for computer security purpose 
by using an available face databases. The face image database 
can be used for forensic purposes, such as checking a face 
picture for the identification general identification card to 
check for missing people, refugees to government agencies, 
banking, online purchases, newborn identification, employee 
or passport identification [16].Face recognition can be used to 
spot individuals that registered more than once under different 
names or identifying look-alike's faces. Rustam and Faradina 
[17] have developed a face recognition system for identifying 
look-alike faces using Fuzzy Kernel C-Means which achieves 
a 74% accuracy rate tested on Look-Alike Face database 
(LAF).Face Recognition may also be used to provide details 
about each person's gender [18]. One of the methods used to 
show advertisements that are applicable to the person 
watching the billboard is the gender classification. In addition, 
the gender classification is useful for restricting the area to 
only one subject, e.g. when in a dormitory or train. According 
to [19], an adequate amount of work has also been done to 
detect facial emotions.  Chokkadi et al. [20] presented a 
survey of the Deep Learning Face Recognition System, and a 
number of studies have already established time-invariant, 
multi-expression, illumination-variation, and image-to-image 
weight-variation. The author in [21] presented a survey on 
linear and nonlinear PCA-based face recognition techniques 
where it was reported that Kernel-PCA (KPCA) and 

2D-KPCA performed well in uncontrolled situations of 
varying illumination and slight change in expression and 
pose.Soltanpour et al. [22] presented a review of local feature 
methods for 3D face recognition and indicates the potential 
research may involve a comparative analysis of the different 
local 3D face recognition function extractors. Sharif et al. [23] 
also presented a face-recognition survey where it was 
suggested that there is still a need for a face-recognition 
system that can deliver accurate results in an unrestricted 
environment. Kas et al. [24] provided a review on Local 
Binary Pattern (LBP) Face Recognition Descriptors, 
illustrating the shortcomings and strengths of each LBP 
texture descriptor for each test dataset, promoting a deeper 
understanding of current texture descriptors and providing 
researchers with guidance on which type of classification to 
be used according to the databases. Arsalane and Aicha [25] 
presented a survey on approach-based geometric information 
for detection of 3D face landmarks, and it was stated that there 
is still some flaw with regard to face occlusions and handling 
some lost data in the 3D face, and this will be a huge 
advantage to create a more robust geometric 
information-based algorithms to address these challenges. 
 
From the reviewed articles, it can be seen that the advantage 
of for face recognition is that it is known as a passive and 
non-intrusive method for verifying and recognizing 
individuals. Face recognition interests are also motivated by 
the availability and low cost of video equipment, the 
ever-increasing number of video cameras installed in the 
workplace and the non-invasive nature of facial recognition 
systems [2].Face recognition is designed to identify people on 
the basis of their facial traits. But automated face recognition 
systems need to address specific issues that will be addressed 
in this paper. 
 
2. FACE RECOGNITION: STATE-OF-THE-ART 
 
Although extensive work has been carried out in this field for 
over 40 years, there are still unresolved work issues and the 
current algorithm performance is still far from that of human 
perception [2] and it was one of the fields of pattern 
recognition and computer vision that was most researched. 
The global approach is also known as the holistic approach. 
This method makes use of the entire face region as the raw 
input to the system. The Principal Component Analysis 
(PCA), Linear Discriminant Analysis (LDA), and 
Independent Component Analysis (ICA) are examples of 
global approach techniques. The local approach is also known 
as the feature-based approach where simple measurements of 
important facial landmarks and selection of face region of 
interest. Some examples of geometric approach techniques 
are the Scale Invariant Feature Transform (SIFT), Hidden 
Markov model (HMM), Elastic Bunch Graph, Neural 
network-based approach, and FaceIt®. Hybrid face 
recognition has gained much interest in recent years due to its 
similarity to the human’s capability to recognize a person [2]. 
 
 
 
2.1 Global Approach 
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Yangfeng Zheng [26] proposed a method called the 
Average-Half-Face (AHF) which divides a full face into two 
halves and then averages them together. Ke et al. [27] 
presented a group representation-based classification 
approach by integrating all the training samples of a test 
sample's nearest neighboring groups into the first group. Next 
a process for creating a virtual sample is performed on the first 
group. The virtual samples are joined together to form the 
second group. Finally, on those two sets, the suggested 
method performs SRC to obtain two residuals for the classes. 
Liu et al. [28] proposed method called transfer learning-based 
sparse representation and weighted fusion (TLSRWF) for 
automatic face recognition system. Allagwail et al. [29] 
presented a Local Binary Pattern-based two-dimensional 
discrete wavelet transform for face recognition using 
face-symmetry. Tuncer et al.[30] suggested to use 
Fuzzy-based Discrete Wavelet Transform (DWT) and Fuzzy 
with two novel Local Cross Pattern (LCP) graph descriptors 
for face recognition. Shi et al. [31] presented a 
collaborative-representation-based classification-algorithm 
(CRC) approach using statistical histogram measurement 
(H-CRC) in conjunction with a 3D morphable model 
(3DMM) for pose-invariant face classification. Chen et al. 
[32] proposed an algorithm for addressing the illumination 
invariant face recognition. Dual-tree complex wavelet 
transform was used to generate face images that are 
approximately invariant to illumination changes. Chen et al. 
[33] proposed a hierarchical clustering-based spectrum band 
selection method which mitigates the influence of noise and 
extracts features from each spectra band by using the Gabor 
filter and the histograms of oriented gradients algorithm Ling 
et al.[34] proposed a self-residual attention-based 
convolutionary neural network (SRANet) for discriminative 
face embedding feature, which aims to learn the long-range 
dependencies of face images by reducing the redundancy of 
information between channels and concentrating on the most 
informative components of space function maps. Vinay et al. 
[35] proposed a robust method for real-time face recognition. 
Li et al. [10] propose a cloud-based ubiquitous monitoring 
system via face recognition. The framework consists of a 
facial detection and recognition tracking application module, 
and a data analysis cloud storage module. Biswas and Sil [36] 
proposed a method for face recognition using contourlet 
transform (CNT) and curvelet transform (CLT) which 
improves the rate of face recognition under different 
challenges. Cheng et al. [37] proposed an effective 
illumination estimation model based on Lambertian 
reflectance to extract illumination invariants for face 
recognition under complex illumination conditions. Shekar et 
al.[38] investigated the efficiency of a rule-based method 
derived from edges for face representation and recognition 
when class numbers are fixed and established. Edge 
characteristics, including straightness and crookedness, are 
used for rules derivation. It was stated that the proposed 
system does not require comprehensive techniques for 
extracting and classifying features. Their experimental 
research on the standard CALTECH face databases reveals an 
recognition rate of approximately 89.1%.Table1 summarizes 
the global approach face recognition system. 

 
Table 1: Summary of global approach reviews 

Ref. 
no. Method Database  Performance 

[10] 

multi-scale Gabor and 
center-symmetric 

local binary pattern 
(CSLBP) 

ORL, Yale-B, 
and Yale 
databases 

ORL (100% 
rank-1), Yale-B 
(97.5% rank-1), 
Yale databases 
(93.3% rank-1) 

[26] AHF based on 
Eigenface and CNN ORL database 99.3% 

[27] 
group 

representation-based 
classification method 

ORL, 
Georgia-Tech, 

FERET, CM-PIE 
and Libor face 

databases 

92.5% (ORL), 
60.55% 

(Georgia-Tech), 
77.37% 

(CM-PIE), 
83.35% (Libor) 

[28] TLSRWF ORL, FERET, 
LFW 

95% (ORL), 95% 
(FERET), 83.33% 

(LFW) 

[29] 

2D Discrete Wavelet 
Transform with 

Single-Level and 
Gaussian Low-Pass 

Filter, The Local 
Binary Pattern, Gray 
Level Co-Occurrence 
Matrix, and the Gabor 

filter were used for 
feature extraction 

ORL and Yale 100% for both 
databases 

[30] 
Local Cross Pattern 

(LCP) 

AT&T, CIE, 
Face94, and 

FERET 

AT&T (97.3%), 
CIE (100%), 

Face94 (100%), 
and FERET 

(96.3%) 

[31] H-CRC 

ORL, Georgia 
Tech, FERET, 

FRGC, PIE and 
LFW 

ORL (99.17%), 
Georgia Tech 

(79.88%), FERET 
(88.77%), FRGC 

(95.47%), PIE 
(93.82%) and 

LFW (52.53%) 

[32] LOG-DTCWT 1 

Extended Yale 
Face Database B 

and the 
CMU-PIE face 

database 

Extended Yale 
Face Database B 
(87.32%) and the 
CMU-PIE 100%) 

[33] KL-HC-HOG 
CMU database 

and Ploy-U 
database 

CMU (99.4%), 
Ploy-U (97.45%) 

[34] 

self-residual 
attention-based 

convolutional neural 
network (SRANet) 

LFW, AgeDB, 
CFP 

LFW (99.83%), 
AgeDB (98.47%), 

CFP (95.6%) 

[35] The Gaussian Filter, 
Local Binary Patterns 

FACES94, 
FACES95, 
FACES96, 
Grimace 

93.6%, 90.6%, 
91.6%, and 96.6% 

[36] 
contourlet transform 
(CNT) and curvelet 

transform (CLT) 

JAFFE, ORL and 
FERET 

JAFFE (97.19%), 
ORL (98.79%), 
FERET (98.1%) 

[37] 
Lambertian 

reflectance model 

A database 
combined from 

Yale B and 
extended Yale B 

95.06% 

[38] 
the rule-based method  
derived from Canny 

Edge features 

CALTECH face 
databases 

Approximately 
89.1% 

2.2 Local feature Approach 
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Yu et al. [39] proposed a framework for local 
representation-based face recognition. An aligned down 
sampling local binary pattern features of the frontal face 
images are used for classification. The recognition is then 
carried out using an improved robust sparse coding algorithm. 
An et al. [40] introduced a face alignment framework, called 
Adaptive Pose Alignment (APA), which they used to improve 
performance in face recognition or face analysis tasks for data 
processing. It has been stated that the APA approach can not 
only reduce the intra-class variation but also remove the noise 
generated by the aligning procedure. They also suggest a 
method of standardization of features that combined with the 
APA approach to establish more discriminative representation 
of a face or image. Al-Waisy et al. [41] presented a 
multimodal local feature extraction method focused on 
combining the benefits of anisotropy and multidirectional 
transforms such as the Curvelet transform with Fractal 
dimension. It has been stated that the Curvelet transformation 
is a quick and efficient technique to depict the edges and 
curves of the facial structure. They also suggested a method 
called the Multimodal Deep Face Recognition (MDFR) 
system, which adds feature representations by training a deep 
belief network (DBN) in place of pixel intensity 
representations on top of the local feature representations. 
Surakhi et al. [42] proposed a meta-heuristic algorithm based 
face recognition system. Genetic algorithm and Chemical 
Reaction Optimization (CRO) Algorithm is used to search for 
the best point in the image which will be used as a pivot and 
their performances are compared. The generated vector of 
excludes features that are not necessary for the recognition or 
may reduce accuracy. Rajasekhar et al. [43] proposed a 
method which is iterative based image matching approach that 
uses affine transforms to identify the descriptors and 
classified according to Bayes theorem. Yale facial data set is 
used in the validation and the results are compared with SIFT 
(Scale In-variant Feature Transform) based face recognition 
approach. Table 2 summarizes the local feature approach face 
recognition system. 
 
2.3 Hybrid Approach 
 
Abbas et al. [44] present a recognition analysis that is based 
on defining a set of coherent parts from 3D face recognition 
system. Those coherent parts can be considered as latent 
factors in the face shape space. Non-negative matrix 
Factorisation technique was proposed to segment the 3D faces 
to coherent regions. Li and Xie[45] proposed a cascading 
BGP face recognition method based on heuristic information 
for the deficiency of binary gradient mode (BGP). The 
experiment was conducted on Yale and ORL face database. Li 
and Huang [46]presented a cross-pose face recognition 
method based on regression-iterative method and 
interactive-subspace method (RIM-ISM) to address the pose 
change problem in face recognition system. The desired 
function converges quickly through the regression replication, 
and forty-fivesets of significant feature locations such as nose, 
mouth, and eyes were derived from the desired face study. 
The pose-adjustment was achieved by settling the cross-pose 
face image pose deflection angle, while the cross-pose face 
image similarity was determined using the interactive 

subspace process. Elmahmudi and Ugail[47] presented a 
method that utilized both controlled and uncontrolled public 
facial datasets through deep learning. It was reported that for a 
given partial facial data, the feature extraction method was 
based on convolutional neural network-based architecture 
along with the pre-trained VGG-Face model. Two classifiers 
namely the cosine similarity and the linear support vector 
machines are used to test the recognition rates. The 
experiments were carried out on the controlled Brazilian FEI 
and the uncontrolled LFW dataset. Ratyal and Taj[48] 
proposed an approach to 3D face recognition called Pose 
Learning-based Coarse to Fine (PCF) algorithm based on a 
Deep-learning-based analysis of pose-invariant image. The 
following steps were taken with the PCF algorithm: (i) 
Pose-learning-approach using heuristic nose tips to 
approximate the location of face acquisition; (ii) A coarse to 
fine nose alignment approach based on 
L2-standard-minimization, and (iii) a transformation method 
to match the entire face picture using the information obtained 
from the alignment of the nose tips. The face recognition 
algorithm has been implemented in both verification and 
identification settings. The face recognition algorithm based 
on dCNNhas been applied d-MVAHF images, while the 
verification algorithm was used using d-MVAHF-SVM-based 
methodology. Chen and Haoyu [49] proposed an SVM-based 
face-recognition algorithm combined with a VGG network 
model that extracts facial features, which can also minimize 
feature measurements and eliminate irrelevant features in the 
computation. The VGG-16 model is obtained by training a 
training dataset which is used for extraction of the features. In 
addition, PCA is used for reduction of the dimensionality of 
features. Finally, face recognition is implemented with a 
linear kernel function via the SVM classifier. Lv and 
Zhao[50] suggested a 3D face recognition approach based on 
the study of local conformal parameterisation and 
iso-geodesic stripes. They used the local conformal 
parameterization to obtain a 2D representation of the face that 
removes the effect of head poses. They derive the facial 
characteristics from the 2D facial image based on the 
iso-geodesic lines, and use the Chain 2D Weighted 
Walkthroughs (C2DWW) to obtain facial match results. The 
system is stated to be resilient to different head positions, 
facial expressions, and occlusions of any sort. The main 
drawback of their system, however, is the susceptibility to 
nasal area occlusions. Table 3 summarizes the hybrid 
approach face recognition system. 

Table 2: Summary of local feature approach reviews 
Ref. No. Method Database  Performance 

[39] Robust sparse 
coding 

faces in the 
wild data sets 

95% recognition 
rate with a recall 

rate of 80% 

[40] Adaptive Pose 
Alignment 

LFW and 
CPLFW 
datasets 

99.8% (LFW) 
92.92% (CPLFW) 

[41] 

multimodal deep 
face recognition 

(MDFR) 
framework 

FERET,  
SDUMLA-H

MT, LFW 
dataset,and 

CAS-PEAL-R
1  

FERET (100%), 
SDUMLA-HMT 
(98% approx.), 
LFW (98.83%), 
CAS-PEAL-R1 

(100%),  

[42] Genetic algorithm 
and Chemical 

XM2VTSDB 
multi-modal 

91.4% for CRO, 
93.7% for Genetic 
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Reaction 
Optimization 

(CRO) Algorithm 

face database 
project 

Algorithm 
 

[43] 
iterative based 

image matching 
approach 

Yale face 
dataset 90% 

 
Table 3: Summary of hybrid approach reviews 

Ref. 
No. Method Database  Performance 

[44] 

3D face recognition 
approach based on 

face 
Factorisation 

FRGCv2 
dataset 96.4% 

[45] 
cascading BGP 
face recognition 

method 
Yale and ORL 

approximately 86% 
(Yale) and 74.17% 

(ORL) 

[46] RIM-ISM FERET 
MIT-CBCL 

75% (45 degree face 
pose) and 80% (90 

degree face pose) on 
FERET, 97.52% on 

MIT-CBCL database 

[3] VGG, deep 
learning 

Brazilian FEI 
and LFW 

For a ¾ portion of the 
face image, Brazilian 
FEI database is 100% 

SVM-Wo, 76% to 99% 
for SVM-Wo 

[48] 

Pose 
learning-based 
Coarse to Fine 

(PCF) 

GavabDB, 
FRGC v2.0, 
Bosphorus, 

and UMB-DB 

GavabDB (99.82%), 
FRGC v2.0 (99.95%), 

Bosphorus (100%), 
and UMB-DB (100%) 

[49] 
SVM combined 

with VGG network 
model 

CelebA dataset 
and LFW 
dataset 

CelebA (93%) and 
LFW (97.47%) 

[50] 

3D based local 
conformal 

parameterization 
and iso-geodesic 
stripes analysis 

BosphorusDB 
database 90% 

 
2.4 Depth and Analysis 
 
From Table 1, Table 2, and Table 3, it can be seen that the 
global based face recognition approaches is the most popular, 
followed by the hybrid approach which gaining popularity in 
the recent years due to its edge in overcome the shortcomings 
of global and local approaches [39]. One of the reason on the 
low number of local approach papers is because local 
approach computational is much more complex than global. 
Also from all the papers reviewed, no benchmark test is 
available to compare facial recognition systems, which makes 
it difficult to compare the different results reported. Although 
some researchers use similar database for their experiment, 
the criteria of their training data selection such as the distance 
between the person and the camera was not properly stated 
and justified. In addition, some of the testing procedure was 
unclear. Furthermore, there are no comparisons of all the face 
recognition studies reported for the resources used in the 
reported system. It can also be seen that there’s a lack of 
investigation on the effect of colourspaces of images on face 
recognition. Since the computing speed of a computer or 
smartphone has improve so much compared to decades ago, it 
may be a good time to consider imaging data that has more 
than three bands (RGB) for face recognition such as 
multispectral or even hyperspectral imaging. An image 
processing called the exposure bracketing can also be 
considered. 

 
3. CHALLENGES IN FACE RECOGNITION  
 
The main challenge of the face recognition system is the 
ability to perform in situations where subjects are 
non-cooperative and the acquisition process is unconstrained. 
The causes of variability in the appearance of the face can be 
grouped into two categories [51], [52]; (i) Intrinsic factorsand 
(ii) Extrinsic factors. Intrinsic factors are solely related to the 
face's physical existence and are independent of the observer, 
whereas extrinsic factors change the face's appearance by the 
interaction of light with the face and the observer. Figure 1 
shows some common challenges faced in face recognition. It 
is a challenging task to detect a face in a surveillance footage 
in a busy location with complex background as shown in 
Figure 1 (a) especially when there is often some motion made 
by the subjects. The face pose varies with the observer's 
viewing angle and rotation in heading position which often 
lead to substantial changes in face appearance or shape and 
generate intra�subject face's variations, thereby creating an 
issue for the recognition of the input image and making 
automatic face recognition across a challenging task [51], 
[53].Face occlusion is one of the important challenges of face 
recognition due to the presence of various occluding objects 
such as glasses, beard, or moustache on the face [51]. Some 
examples of face occlusion is shown in Figure 1 (b).Human 
emotions vary from time to time thus resulting in many 
different facial expressions as shown in Figure 1 (c). Also, 
make-up and hairstyle change facial expressions. These 
differences in facial expressions change the appearance of the 
face and it becomes difficult for a face recognition system to 
match the accurate face stored in the database [51].Ageing of 
the human face can affect the face recognition system process 
if the time gap between each image capture is significant. As 
shown in Figure 1 (d), the overall intensity of the light 
reflected from an object and shadows visible in an image as 
well as the shading pattern can differ. 
 

 
        (a)                                    (b)                                  (c) 

 
                         (d)                                         (e) 

Figure 1: Example of challenges in face recognition. (a) Group 
photo [57], (b) Partial occlusion in face images [59], (c) Variations in 
expressions [60], (d) Variations in illumination [58], (e) A common 

low-resolution image sample of a security camera 
The problem of face recognition due to dramatic changes in 
lighting is the most challenging for both humans and 
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algorithms [51], [53]. In a facial recognition device, the 
low-resolution problem arises when the facial picture to be 
recognized is less than 16 pixels by 16 pixels. As the 
individual's face is further away from the camera, the area 
around the face would be smaller, thus containing limited 
pixel information as shown in Figure 1 (e). Different persons 
may have a similar appearance (commonly seen between 
twins or siblings). Thus, sometimes it is hard for a human to 
identify them and a face recognition system would face the 
same difficulties. The problem such as camera distortion, the 
background noise of an image can also affect the recognition 
performance.  
 
4. PROPOSED SOLUTIONS FOR FACE 
RECOGNITION CHALLENGES 
 
The following sub-sections will discuss the proposed 
solutions to the challenges discussed in section 4.  
 
4.1 Solution for Automated face detection challenge 
 
The most important aspect of face recognition is face 
detection since a face needs to be extracted from video or 
image before proceeding into the face recognition process. In 
[54], the researchers described three of the popular face 
detection algorithms, classified as: (i) Face detection by skin 
colour, (ii) Face detection by Haar classifier, (iii) Face 
detection by face characteristics. Reshmi and Grace [55] 
proposed a face recognition approach for surveillance system 
based on the open-source Processing 2.2.1 for face detection 
and PCA for face recognition. Chowdhry et al. [56] designed 
and implemented a smart security system for a restricted area 
where access is limited to people whose faces are available in 
the training database. The face detection is based on skin 
colour (local feature) analysis and YCbCrcolour space was 
chosen for its property that separates the luminance and 
chrominance components of real-time Closed-Circuit 
Television (CCTV) surveillance.  
 
4.3 Occlusion 
 
Lahasan and Lutfi [65] wrote a survey on handling occlusion 
problem in face recognition. The approaches are summarized 
in Table 3. Another method of solving the occlusion problem 
in face recognition is by using a 3D face model-based face 
recognition system. Harguess et al. [66] proposed a face 
recognition system that tackles the problem of self-occlusion 
by observing a person from multiple cameras with different 
views of the person’s face and fusing the recognition results. 
Kokila and Yogameena [67] present a face detection and 
recognition algorithm that identify a wanted person in a 
surveillance video based on the Viola-Jones algorithm. A 
Histogram of Oriented Gradients (HOG) and LBP features are 
extracted from the segmented face. SVM is used for the 
matching.  
 
 
 
4.4 Facial Expression Changes 
 

A variety of a person’s emotion or mood can be collected and 
stored as a training database. Hadid [68] proposed a face 
recognition that is based on Local Binary Patterns (LBP) 
method where the LBP description is computed over the 
whole face image and encodes only the occurrences of the 
micro-patterns without any indication about their locations. 
The LBP based method is reported to achieve a recognition 
rate of 97% in the case of recognizing faces under different 
facial expressions. Leo and Suchitra[69] presented an 
expression-invariant approach based on SVM that uses an 
effective blend of 3D Principal Component Analysis (PCA) 
and Support Vector Machine (SVM) to concentrate on the 
face recognition system. In the process, each face is initially 
registered using the Mean Landmark Points (MLPs), which 
allows the exact extraction of distinct features from the facial 
region using 3D PCA. 
 
4.5 Ageing of the Face 
 
Since there is a substantial distinctionof two photos of the 
same person taken at significant differences in time, it is 
recommended that the training database be updated 
periodically (for example within 6 months or a year).Sawant 
and Bhurchandi [70] provide an extensive review of the 
cross-age face recognition. According to them, for a practical 
face recognition system, the ultimate aim is to build a 
framework that provides consistent and reliable performance 
across age groups, all other differences in demographic and 
appearance factors. In their report, they have reported three 
clear guidelines for future research and development in age 
invariant face recognition; (i) A collaborative approach to 
global and local features could lead to improved results. (ii) It 
is claimed that the 3D facial image technologies are more 
accurate for age identification. (iii) Deep generative models 
can be used to recognize a whole sequence of ageing.  
 
4.6 Varying Illumination Conditions 
 
A common approach to overcoming image with illumination 
variations is to use image representations that are relatively 
insensitive to illumination such as edge maps representation, 
image intensity derivatives, and images convolved with 2D 
Gabor-like filters [71]. Another method addressing the 
illumination variations on the faces are as follows; (i) Use the 
grey-level information to extract the 3D shape of the object, 
namely, shape from shading approach. (ii)Use a training face 
database that consists of several images of the same face taken 
under different illumination conditions. Shah et al. [72] 
address the varying illumination issues by proposing a robust 
algorithm that transforms pixels from the non-illumination 
side to the illuminated side. The basic subspaces method used 
for face recognition is PCA and LDA. To overcome the 
illumination problem, an Original Pixel Preservation Model 
(OPPM) framework was presented which transforms pixels 
from the non-illumination side to the illuminated side. Ekenel 
and Sankur[73]proposed multi resolution techniques for face 
recognition system. These techniques were applied to mitigate 
the loss of classification performance due to changes in facial 
appearance. Mokhayeri et al. [74] proposed an approach that 
generates multiple synthetic face images per person on 
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camera to address the low-quality image problem caused by 
illumination variations. Weyrauch et al.[75] presented a face 
recognition approach invariant to illumination and pose 
by incorporating component-based recognition and 3D 
morphable models. They used their own 3D face database, 
which was designed by themselves. To create a broad 
collection of digital images, the 3D models are rendered under 
varying pose and lighting conditions. Then, these images are 
used to train facial recognition based on components. 
 
4.7 Low Image Resolution 
 
The captured low-resolution video images can be improved 
by using a Super-Resolution (SR) based technique or by 
implementing an algorithm that can disregard video frames 
that are considered useless. SR method is commonly used to 
solve the low-resolution face image problem commonly exists 
in a face recognition system that uses surveillance or video 
images as data input. Hao et al. [76] presented an SR face 
reconstruction technique based on Nonlocal Similarity and 
Multi-Scale Linear Combination Consistency (NLS-MLC) 
and Resolution Scale Invariant Feature (RSIF). Lanchi et al. 
[77] proposed an image enhancement method based on 
Unsharp mask for the preprocessing module in a face 
recognition system. Using images from the World Wide Web 
to evaluate their system, their results was compared with 
Polesel et al. [78] results and Lanchi et al. [77] claimed that 
their enhancement method is much more efficient in term of 
processing time with a run-time of 21miliseconds per frame 
compared to Polesel et al. [78] run-time of 31miliseconds per 
frame. Their method also has lesser interference of noise and 
artefact. 

 
4.8 Identity Look-Alike or Twin 
 
A combination of face recognition system and other 
biometrics such as a fingerprint is proposed for authentication 
of such condition. Rustam and Faradina[79] proposed a face 
recognition system to identify look-alike faces using Support 
Vector Machine. Two types of kernel function have been 
implemented, which are the Radial Basis Function (RBF) 
kernels and the polynomial kernels. Their look-alike system 
can be narrow down the potential look-alike or twins for 
manual verification. 
 
4.9 Other Technical Difficulties 
 
Any sudden decrease in performance can probably cause by 
hardware failure. It is advisable to check on the hardware 
component of the system before investigating the software 
component of the face recognition system.  
 
5. CONCLUSION 
 
This paper presented a survey on the state-of-the-art, enablers, 
challenges and solutions for face recognition. The role of face 
recognition as an enabler in healthcare, surveillance 
application, photo cataloguing, attendance system, access 
control, and security, has been described. The challenges, as 
well as the proposed solutions of face recognition, has been 

described. They are; (i) automated face detection where 
difficulties lies on detecting a person's face, (ii) pose 
variations cause by rotation of people’s head, (iii) face 
occlusion caused by sunglasses or beard, (iii) facial 
expression changes, (iv) aging of the face where there is a 
considerable gap between the two photos of the same person, 
(v) varying illumination conditions on the person’s face, low 
image resolution captured, identity look-alike, and other 
technical difficulties. The face detection problem can be 
solved by applying a skin colour detection followed by a face 
detection algorithm. Pose variations, facial expression 
changes, and varying illumination condition problems can be 
solved by training multiple images with different image 
condition. Occlusion problem can be solved by using a 
combination of global and local approaches. 3D face 
model-based face recognition can be used to solve occlusion 
and ageing of the face problems. Low image resolution can be 
solved by implementing the Super-Resolution method. A 
combination of face recognition with another biometric 
method can be used to solve identity look-alike problem. 
From the survey, it was found that the global based face 
recognition approaches is the most popular, followed by the 
hybrid approach. Computer with high specifications are 
getting cheaper and faster and researchers may start to feel 
that the differences in computational time between algorithms 
are becoming very small and negligible. Thus, research on a 
hybrid approach to increase recognition performance has a 
higher priority. It can also be seen that there is a lack of 
investigation into the effect of color-space images on facial 
recognition. Since the computing speed of a computer or 
smartphone has improved so much compared to decades ago, 
it may be a good time to consider imaging data with more than 
three bands (RGB) such as multispectral or hyper spectral 
imaging for facial recognition. A technique called the 
exposure bracketing retained the details of the shadow and 
highlight of an image thereby providing further data for face 
recognition analysis. 
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