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 
ABSTRACT 
 
Dimensionality reduction of feature vector size plays a vital 
role in enhancing the text processing capabilities to reduce 
the size of the feature vector used in the mining tasks to 
achieve a higher classification accuracy. While 
dimensionality reduction for text classification is becoming a 
great area of research in most languages, Filipino documents 
have received little or no attention from researchers. Thus, 
this paper addresses the issue of dimensionality reduction in 
representing relevant data from Filipino texts using an 
improved Bayesian vectorization technique. To validate the 
effectiveness of improved Bayesian vectorization, the model 
was compared to the Term Frequency and Inverse Document 
Frequency (TF-IDF) method. The outcomes are presented 
using standard measures such as precision, recall, f-score, and 
accuracy. The results revealed that the improved Bayesian 
vectorization has significantly better results having 98% 
classification accuracy compared to 76% classification 
accuracy of the TF-IDF vectorization technique. 
 
Key words :Dimensionality Reduction, Bayesian 
Vectorization, Filipino Text Documents, OPM Songs, Lyrics, 
Text Classification. 
 
1. INTRODUCTION 
 
With the growing availability of online text documents and 
the rapid growth of the World Wide Web, the task of 
classifying text documents is turning into interesting research 
[1]. There are many different types of information that may be 
extracted from the Internet as a source of data for different 
machine learning (ML) analysis including natural language 
processing. From the classification perspective, it is crucial to 
retain only those attributes which maximize the effectiveness 
of the classification. But, for text documents to be used in text 
classification, it needs to be processed and transformed from 
the text version to a document vector, making it much easier 
to manage and reduce the dimensionality of features [2]. 

 
 

There may be a lot of consistency in the way data is collected. 
These data may contain large quantities of unwanted 
information, making the analysis process very difficult. [3]. 
Dimension reduction is one of the important processes in text 
mining and enhances the performance of classification by 
reducing dimensions so that text mining procedures process 
text documents with a reduced number of features [4]. One 
ofthe first steps that were taken to solve this problem was to 
find a way to vectorize words [5][6]. Transforming textual 
data into meaningful vectors is a way of communicating with 
the machines to perform several machine learning tasks and 
mathematically resolving problems.  
 
While dimensionality reduction for text classification is 
becoming a great area of research in most languages apart 
from English such as Chinese and Arabic, Filipino documents 
have received little or no attention from researchers [7]. Thus, 
this study aims to investigate the impact of the improvements 
made to Bayesian vectorization in our previous study [8] in 
transforming the Filipino text document of Original Pilipino 
Music (OPM) song lyrics into the numerical format of vector 
space probability distribution. Specifically, this research aims 
to gather Filipino song lyrics and annotate them based on 
their category, build a Filipino text Bayesian vectorizer and 
classifier, and evaluate classification performance with the 
use of the f-score, precision, recall, and accuracy metrics. To 
validate the performance of the Bayesian vectorization 
technique results are also compared over TF-IDF 
vectorization on the preprocessing of textual data for the 
SVM classifier.  
 
The rest of the paper is organized as follows. Section II is a 
review of related literature. Section III discusses the 
methodology. Section IV presents the results and discussions. 
The paper ends with conclusions and further scope of work in 
Section V.  
 
2. REVIEW OF RELATED LITERATURE 
 
Several works study the impact of dimensionality reduction 
applied to document datasets to show significant achievement 
in dimension reduction by eliminating unnecessary and 

 
Dimensionality Reduction for Classification of Filipino Text 

Documents based on Improved BayesianVectorization 
Technique 

Hajah T. Sueno1, Bobby D. Gerardo2, Ruji P. Medina3 
1Technological Institute of the Philippines-Quezon City, Philippines, qhsueno@tip.edu.ph 

2West Visayas State University, Philippines, bgerardo@wvsu.edu.ph 
3 Technological Institute of the Philippines-Quezon City, Philippines, ruji.medina@tip.edu.ph 

 

ISSN 2278-3091 
Volume 9, No.5, September - October 2020 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse162952020.pdf 

https://doi.org/10.30534/ijatcse/2020/162952020 
 



Hajah T. Sueno et al., International Journal of Advanced Trends in Computer Science and  Engineering, 9(5),  September - October  2020, 8037 –  8042 

8038 
 

 

redundant features in high-dimensional data to enhance the 
classification accuracy [9][10][11][12].  Decreasing the 
dimensionality is an effective way to downsize the data [13]. 
It is a method that tries to predetermine a set of high 
dimensional vectors into a space of lower dimensionality 
while retaining metrics among them [14].  
 
In [5], dimensionality reduction techniques have been 
employed in the processing of high-dimensional data for a 
variety of feature extraction algorithms for unsupervised 
learning, supervised learning, and linear and non-linear 
applications.  Patil and Sane [15] conducted a relative study 
for effective classification after data reduction. They 
examined reduction approaches in brief with the results of an 
accuracy correlation after dimension reduction. They used 
fuzzy rough methodology and the outcomes showed that fuzzy 
rough feature selection enhances the accuracy of artificial 
neural system classifiers. In [16][17], a survey and a 
comparative study of the dimensionality reduction techniques 
were introduced for the classification of text documents. It 
focuses on the filter approach to achieve a reduction in 
dimensionality and techniques to improve classification 
accuracy and save on feature size. In [18], it compares the 
output of Document Frequency, TF-IDF, Term Frequency 
Variance as feature selection methods and Latent Semantic 
Analysis (LSA), Random Projection (RP) and Independent 
Component Analysis (ICA) as dimensionality reduction 
methods; on the one hand, it tests each method.  
 
Previous works introduced the use of vectorization to reduce 
the dimensionality of the dataset and improve the accuracy of 
classification tasks. In the case of TF-IDF vectorization, some 
others have introduced the use of the TF-IDF vectorization 
model to capture the semantic similarity of news articles to 
identify unifiable groups by using the k-means algorithm to 
cluster the vectorized news articles to produce the best results 
in terms of cluster purity[6]. As seen, [19] conducted feature 
reduction by the TF-IDF method, and then based on the 
mutual information method, adding relative word frequency 
factor and combining the weight of feature items, the mining 
process is adaptively improved, which makes the frequency 
information of feature items effectively used. Bation et al. [7] 
proposed an automatic document classifier of Tagalog news 
articles by stemming each document, representing it with 
TF-IDF values, and using it to train an SVM classifier.  
 
Recent work [20] explored an approach to Russian text 
vectorization based on using State Rubricator of Scientific 
and Technical Information (SRSTI) categories as vector 
space dimensions. We can know from this study that in 
addition to the keywords selection process, vector calculation 
and comparison algorithms are employed. In [21][22] the 
Bayes formula was used to vectorize as opposed to classifying 
a document according to a probability distribution reflecting 
the probable categories that the document may belong to. The 
experiments showed that the proposed approach of the Naive 
Bayes vectorizer and SVM classifier has improved 

classification accuracy compared to the pure Naïve Bayes 
classification approach [23]. The transformation of data by 
the Bayesian vectorization technique, which reduces the 
dimensionality of data has contributed to a highly efficient 
great classification accuracy.  
 
In our previous research[24], we introduced an improved 
dimension reduction technique that enhances accuracy by 
using Bayesian vectorization and a Laplace smoothing 
method. The study transformed each of the text documents in 
the dataset into the format of probability distribution in the 
vector space using the Bayesian vectorizer then feed this 
probability distribution to Support Vector Machine (SVM) for 
training and classification purposes. The results revealed that 
the improvement has significantly better classification 
accuracy compared to the TF-IDF vectorization technique.  
3. METHODOLOGY 
 
3.1. Dataset  
 
A sample of 325 OPM song lyrics was collected from different 
websites such as Lyrics (www.lyrics.com), Genius 
(www.genius.com), and Musixmatch 
(www.musixmatch.com). The determination of category 
based on the following – Love songs, Christmas songs, 
Friendship songs, Worship songs, and Nationalism songs are 
manually annotated to determine the labels to be used for 
supervised learning.  
 
For both the Bayesian vectorizer and the SVM classifier the 
analysis uses the same training dataset.The Bayesian 
vectorizer uses the vectorized training data supplied by the 
SVM classifier. 
 
3.2. Preprocessing of Filipino Text Documents 
 
The OPM song lyrics were taken from user-generated 
websites. Such submissions are not reviewed and can contain 
mistakes or errors.Therefore the lyrics such as word spelling 
were checked for correctness. It omits parts such as intro, 
refrain, chorus, and other parts.Instructions like chorus 4x are 
replaced with exactlyrics.We used Python tools and libraries 
to perform preprocessing of lyrics. These include the Natural 
Language Toolkit (NLTK), and Scikit-learn machine 
learning library. These provide a lot of options for conducting 
dataset experiments and performing analysis of text, audio or 
image, but here we are concerned with the song's text part. 
 
3.3. Splitting Dataset 
 
Data were divided into two in this process, those were data 
from training and testing. The Bayesian vectorizer provided 
training data that were to be used to build the classifier. Using 
Bayesian vectorization as well as TF-IDF vectorization, this 
splitting data used in this work was 70% training data and 
30% testing data. This was done to determine the model's 
performance effect of the training data. 
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3.4. Vectorization 
 

3.4.1. TF-IDF Vectorization 
 
This research studied on two approaches to translating lyrics 
into a representation of the vectors. First is the use of TF-IDF. 
The TF-IDF score increases proportionally by the amount of a 
specific word that appears in a given document (term 
frequency) and is counteracted by the count (inverse 
document frequency) of the total number of documents in the 
corpus. The tf-idfmatrix as shown in equation (1) converts all 
documents into rows, with all the terms represented as 
column vectors in the documents. The tf and idfproduct is 
used to calculate your tf-idf score [25][26].  

     (1) 
where t denotes the terms; d denotes each document; D 

denotes the collection of documents. 
 

In equation (2), Term Frequency (tf) is calculated using:  

  (2) 
 
while Inverse Document Frequency (idf) is calculated using 
the equation (3) 

    (3) 
The calculated tf-idf values are then used as features for SVM 
to build classification models that identify the right category 
of each document. 
 
3.4.2. Improved Bayesian Vectorization 

 
The second approach is using the improved Bayesian 
vectorization technique as presented in our previous 
study[27]. The Bayesian vectorization technique is carried out 
to transform each of the text documents in the dataset into the 
format of probability distribution in the vector space, by using 
the Bayesian formula. This probability distribution is then fed 
to the SVMs classifier for training and classifying purposes. 
Laplace smoothing was applied to decrease the 
dimensionality and to improve the accuracy of the 
classification. Figure 1 shows the improved model applied for 

text vectorization.  
Figure 1. Improved Bayesian Vectorization Model 

The prior probability of every category can then be computed 
using the equation (4).  
 

(4) 
 
To calculate the likelihood of a particular category for a 
particular word, the equation (5) below is used. 
 

        (5) 
 
To avoid zero probability, smoothing technique is used using 
the equation (6).  
 

(6) 
 
The overall probability for a document to be annotated to a 
particular category is calculated using the equation (7). 
 

(7) 
 

To avoid this underflow error, a mathematical log is applied 
using the equation (8). 
 

(8) 
 
 
 

3.5. Classification  
 
3.5.1. TF-IDF – SVM Classification 
 
For TF-IDF, we use LIBSVM [28] machine learning toolkit to 
train the classification models, where cross-validation is used 
to tune the parameters. For each article in the training data 
set, we calculate the TF-IDF values of all terms selected by 
mutual information as a vector of real numbers, which is an 
input data instance for the SVM package. In the training 
phase, attribute scaling, kernel, and cross-validation are used 
to build the SVM model [4]. In the testing phase, we calculate 
the TF-IDF values of all selected terms in the testing article, 
use the same scaling factors for training to scale the TF-IDF 
values, and then classify the testing article using the SVM 
model learned in the training phase. 
 
3.5.2. Improved Bayesian – SVM Classification  
For Bayesian vectorization, the model was trained using a set 
of well-categorized vectorized training data supplied by the 
Bayesian vectorizer. The vectorized training data was split 
into a 70% training set and a 30% testing set or classification 
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by performing the SVM. In the training phase, a 10 fold 
cross-validation was applied to limit the problems of 
overfitting and underfitting. The rest of the classification 
tasks is performed using the linear kernel function with the 
implementation of parameter C that is set to 1.  
 

4. SIMULATION RESULTS AND DISCUSSIONS 
A comparison is performed to evaluate the SVM classification 
result using the TF-IDF vectorization technique and the 
improved Bayesian vectorization model to determine if the 
improved Bayesian vectorization model results in better 
classification accuracy as compared to the TF-IDF 
vectorization in SVM classifier. 
 
Figure 2 illustrates the vectorized training data produced for 
classification by the Bayesian vectorizer that will be fed in 
SVM. 
 
The predicted results of a classifier are presented in the 
confusion matrix that shows the number of correctly and 
incorrectly predicted and actual classifications. 
 

 
Figure 2. Sample Vectorized Training Data Generated by the          Bayesian 

Vectorizer 
 
 

As shown in Figure 3, the TF-IDF-SVM classifier made a 
total of 98 predictions. Out of 98, the classifier predicted 17 
love songs, 5 Friendship songs, 11 Nationalism songs, 15 
Christmas songs, and 26 Worship songs.  
 

 
Figure 3. Confusion Matrix for TF-IDF Vectorization and SVM Classification 
 
 
The improved Bayesian-SVM classification correctly 
classified 17 Love songs, 11 Friendship songs, 24 
Nationalism songs, 24 Christmas songs, and 21 Worship 
songs as shown in Figure 4.  
 

 
 

Figure 4. Confusion Matrix for Improved Bayesian Vectorization and SVM 
Classification 

 
 

Figure 5. Comparison of the TF-IDF-SVM classifier and the Enhanced 
Bayesian-SVM classifier 

 
The improved model achieved an average accuracy of 98% as 
shown in Figure 5, which is significantly higher than the 
classification method of TF-IDF-SVM which is 76%. The 
improved model also yields the highest values for Precision, 
Recall, and F1-score.  

5. CONCLUSION 
 
In this study, an improved Bayesian vectorization in 
transforming Filipino text for reducing the dimensionality of 
the used feature vectors for text document classification. It 
can be seen that, while TF-IDF-SVM yielded the lowest 
accuracy of 76%, the better Bayesian-SVM yielded 98%. 
 
Although high-performance measures wereachieved in using 
the improved Bayesian vectorization model in building a 
machine learning classifier, itwould be better to use a larger 
dataset with a moreeven distribution for each class. Future 
Pilipino researches can also explore more on other 
possibilities of using Filipino documents for machine 
learning.  
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