
S. Pitchumani Angayarkanni, International Journal of Advanced Trends in Computer Science and Engineering, 9(2), March - April 2020, 1945  – 1951 

1945 
 

 

 
ABSTRACT 

Summarization is the process of creating a brief and accurate 
overview of a very lengthy document. Automatic text 
summarization plays a vital role to provide a brief overview 
of the huge volume of content available online. This will help 
the users to get relevant information faster and accurate. 
Various research carried out in this field involves 
summarization of small documents and less research has 
been done in the field of lengthy document summarization. 
The proposed algorithm involves summarization of lengthy 
documents like books, online journal article contents and 
medical records in an effective, accurate and less time 
consumption. Natural Language Processing(NLP) technique 
is implemented in the proposed Deep learning algorithm for 
automatic text summarization. The Recurrent Neural 
Network-based approach is used to perform the above 
process. The performance analysis of the algorithm clearly 
shows that it can summarize very long documents of more 
than 500 pages to 1000 pages in 2ms with high accuracy of 
98.94%. 

Key words: Natural Language Processing, Summarization, 
Deep Learning Algorithm, Recurrent Neural Network, 
Encoder, Decoder, and Performance Measure. 
 
1. INTRODUCTION 
 
A huge volume of documents available on the Internet with 
vital information. There is a need to extract useful and valid 
information from these sources. Therefore, we need an 
automated system to extract relevant information from these 
sources. The text mining concept is applied to extract large 
quantities of text to derive high-quality information. Different 
phases involved in Text Summarization are topic detection, 
interpretation, and summarization. The basic framework 
involves keyword modeling, sentence-word, tokenizer, 
sentiment intensity analyzer and finding the polarity score of 
the summarized sentence. There are two types of 
summarization methods abstractive and extractive methods. 
Abstractive summarization generates meaningful new phrases 
and sentences from the source documents. The extractive 
technique involves the selection of sentences and phrases 
from the source document.  The proposed method involves an 
abstractive summarization approach with deep learning RNN 
algorithm for automatic text summarization. The proposed 

technique is used to merge and summarize the Wikipedia 
articles from the URL given as input from the user using a 
web scraping technique. The proposed algorithm involves the 
following phases which are explained in detail in the 
following sections of the paper. Section 1: a general 
framework of the proposed technique with extract text, split 
sentence, the formation of word  
embedding using vectors, evolving similarity matrix, graph 
construction and sentence ranking information of summary. 
Section 2: Implementation of Encode-Decoder based RNN for 
automatic text summarization, Section 3: Performance 
evaluation and validation. 
Challenges involved in the Natural Language Processing for 
automatic summarization involves difficulty in extraction of 
meaningful, evaluation of summary and timely 
summarization techniques. There is a need to automatically 
extract meaningful content from the information sources. 
There is a need for a novel approach to overcome these 
challenges. The resultant summary generated through the 
proposed method will help the users to reduce reading time, 
research for information and enhance the amount of 
information required. Two types of summarization technique 
exist which includes extraction-based and abstraction based 
summarization. The proposed technique involves deep 
learning-based abstractive summarization of information 
from multiple Wikipedia articles on the same topic. 
copyright form and the form should accompany your final 
submission. 
 
2. PROPOSED ARCHITECTURE 
 
Colin Raffel et. al. (2019) proposed a transfer learning 
technique with a unified text to text transformer for efficient 
text summarization, question answering and text classification 
with an accuracy of 94% to 95%. Figure 1.1 shows the 
methodology proposed for the study. The input Wikipedia 
articles URLs are provided as input by the user. The content in 
the articles are retrieved using web scraping techniques and 
the resultant documents are merged. The preprocessing step 
involves converting the entire content to lowercase, split the 
paragraphs into sentences, stemming, lemmatizing, stop word 
removal, text normalization, and Text augmentation. 
Stemming is defined as a heuristic approach that is used to 
reduce inflection in words (e.g. troubled, troubles) to their 
root form (e.g. trouble). The root represents a canonical form 
of the original word. Porters stemming algorithm is used for 
the stemming approach. Vectorization is defined as "The 
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process of converting NLP text into numbers is called 
vectorization in Machine Learning”. Different ways to 
convert text into vectors are: Counting the number of times 
each word appears in a document. Calculating the frequency 
that each word appears in a document out of all the words in 
the document [1]. The sentiment Analysis technique is 
implemented using Valence Aware Dictionary and Sentiment 
Reasoner (VADAR) in python. It is a rule-based method of 
sentiment analysis. It gives positivity and negativity score in 
the range of -1 to 1.  
The Bag-of-Words technique is used to extract the features 
from the text using the Machine Learning algorithm. The 
frequency of token is estimated from the tokenization 
technique. Each sentence is treated as a separate document 
and a vector is created. The vector converts text in the form 
that can be used by the machine learning algorithm. 
CountVectorizer method is applied on Terms Frequency, i.e. 
counting the occurrences of tokens and building a sparse 
matrix of documents x tokens. Term Frequency and Inverse 
document frequency is calculated. The resultant 
Bag-of-words generated is given as input to RNN or Long 
Short Term Memory LSTM which is represented as encoder 
and decoder components. This involves 2 phases the Training 
and Inference Phase respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 1: Proposed Framework 

 

Training Phase: 
Train the model to predict the target sequence offset. This is 
done by a one-time step. 
 
Encoder: Encoder LSTM reads the given input sequence at 
each time step one word is fed into the encoder. The encoder 
processes the information and captures the contextual 
information at every time step. 

Figure 2: Encoder 

Figure 2 indicates the hidden state (hi) and cell state (ci) of the 
last time step are used to initialize the decoder 
Decoder: Reads the target sequence word-by-word and 
predict the sequence offset in a one-time step. It is trained to 
predict the next word in the sequence given the previous 
word.  

 
 

 

 

Figure 3: Decoder 

Figure 3 indicates <start> and <end>are the special tokens 
which are added to the target sequence before feeding it into 
the decoder". The target sequence is unknown while decoding 
the test sequence. We predict target sequence by sending the 
first word to the decoder as <start> token. The <end>token 
signals the end of the sentence. 
Inference Phase: 
After the training phase, the model is tested on a new set of 
sequences for which the target is unknown. Figure 4 shows 
the architecture of the Inference Phase followed by the 
pseudocode in Figure 5. 

 

Figure 4: Inference Phase 

Input Documents 

Web scraping and Merge 
Documents  

Split text, sentence, and 
words 

Vectorization 

Sentiment Analysis – 
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Abstract and Keyword 
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Figure 5: Pseudocode for Inference Phase 

2.1 Implementation 

Step 1: Input the keyword and apply web scraping 

Web scraping technique is used to fetch the huge volume of 
data from the Internet. The python library used for web 
scraping techniques are requests and Beautiful Soup for 
scraping and parsing data from the Web as indicated in figure 
6.  

Figure 6: Input Source 
 
 

Step 2: Find the Readability Score of the document 

 
The readability score depends on the complexity and 
vocabulary of the contents in the document. The words to 
paraphrase the document is evaluated using Readability score 
methods. There are various types of formulas used to find the 
readability score which includes the Dale–Chall formula, the 
Gunning fog formula, Fry readability graph, McLaughlin’s 
SMOG formula, the FORCAST formula, Readability and 
newspaper readership, and Flesch Scores. The SMOG 
formula is used to check the readability score of the words 
collected from various articles on a similar concept.   
Grade Level =1.0430X √(No. of Polysyllabic wordsX(30/No. 
of Sentences))+3.1291 

The proposed readability score source code is specified in 
figure 7. 

 

Figure 7: Readability Score Calculation 
 

Step 3: Text Pre-processing 
The tokenizer is used to retrieve the text from the documents. 
The retrieved text or sentence is split into words using Regular 
expression tokenizer. The features are extracted from the text 
using CountVectorizer. The frequency of occurrence of the 
text is calculated as indicated in figure 8. 

 

Figure 8: Tokenizer with Output 
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Step 4: Sentiment Analysis 

The sentiment analysis technique involves analyzing text data 
and classify the same as negative, positive or neutral polarity. 
Companies use this technique to analyze the survey responses, 
review of their products, comments on social media and get 
valuable information related to their products from the 
customer's viewpoint.  

“Sentiment analysis studies the subjective information in an 
expression, that is, the opinions, appraisals, emotions, or 
attitudes towards a topic, person or entity. Expressions can be 
classified as positive, negative, or neutral”. The sentiment 
analysis pseudocode is specified in figure 9. 

 

Figure 9: Sentiment Analysis using VADAR with output 

 
Step 4.1: Frequency Distribution 
The frequency of occurrence of the words is determined using 
the FreqDist function as indicated in figure 10. 
 
 

 

Figure 10: Probability Distribution 

Step 5: Filtered Words 

This involves tokenization and filtering the words based on 
the probability of ranking the words.The frequency of 
occurrence of filtered words and the pseudocode is explained 
in figures 11 and 12 respectively. 

 

Figure 11: Frequency of Distribution of words 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 12: Pseudocode for the Algorithm 

 
 

 Return Sequences = 
True: When the return sequences 
parameter is set to True, LSTM 
produces the hidden state and cell 
state for every timestep 

 Return State = True: When 
return state = True, LSTM 
produces the hidden state and cell 
state of the last timestep only 

 Initial State: This is used to 
initialize the internal states of the 
LSTM for the first timestep 

 Stacked LSTM: Stacked LSTM 
has multiple layers of LSTM 
stacked on top of each other. This 
leads to a better representation of 
the sequence. I encourage you to 
experiment with the multiple 
layers of the LSTM stacked on top 
of each other (it’s a great way to 
learn this) 
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Step 6: Encoding and Decoding 
 
The proposed model involves three basic components: 
encoder, intermediate encoder vector, and decoder.  
The encoder has several recurrent units that accept a single 
element of the input sequence, retrieve information from the 
element and move it forward. 
Encoder vector contains information of all input for accurate 
prediction of the decoder. A decoder is a stack with several 
recurrent units to produce output at a particular time instance. 
It is a neural machine translation technique.  In this technique, 
one word at a time is provided as input to the encoder with its 
timestamp. This word is then processed in the LSTM by 
retrieving the information present in the sequenced input. It is 
followed by a decoder that decodes the input sequence into a 
more readable and desirable output format. It is also 
dependent upon the time stamp.  Finally, we produce a 
summary using the model which predicts the next relevant 
word by considering the previous sequence of words. This 
model is an extension to the feedforward network with at least 
one feedback connection. In standard LSTM sequence of 
fixed length is passed as an input to be encoded into a fixed 
dimension vector (v), which is then decoded into the output 
sequence of words. Gated Recurrent Neural Network (GRU) 
or Long Short Term Memory(LSTM) are used as the 
components of encoder and decoder since they can capture 
long term dependencies as shown in figure 13. 

 

Figure 13: LSTM Model 

The proposed LSTM model source code is depicted in figure 
14 with the word-formation. The output is the embedding for 
every sentence given from the source document. 

 

 

 

Figure 14: Source Code and output for embedding 
 
Step 7: Clustering 
 
The clustering technique is used to cluster the embedding in 
high dimensional vector space. The number of clusters is 
equal to the desired number of sentences in the summary. It is 
done by using the formula the numbers of sentences in the 
summary to be equal to the square root of the total number of 
the sentence in the document. 
 
Step 8: LSTM in summarization 
 
The cluster of embedding sentences is interpreted as 
semantically similar whose meanings are expressed as one 
candidate sentence in the summary. The candidate is chosen 
based vector representation is closest to a central cluster. 
Candidate sentences corresponding to each cluster are then 
ordered to form a summary. The order of the candidate 
sentences in the summary is determined by the positions of the 
sentences in their corresponding clusters in the source 
document.The results are shown in figure 15,16 and 17 
respectively. 
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Figure 15:  Summary of the articles 

 

Figure 16:Summary of symptoms from the Medical Wikipedia 
article on Cancer 

 

 

 

 

 

 

 

 

Figure 17: Keyword Extracted represented as Word Cloud 

3.PERFORMANCE ANALYSIS 
 
Josef and Karel (2009) approach of evaluating the quality of 
the summary obtained using Precision, Recall and F-Score 
value. Precision(P) is the number of sentences occurring in 
both systems and ideal summaries divided by the number of 
sentences in the system summary. Recall(R) is the number of 
sentences occurring in both systems and ideal summaries 
divided by the number of sentences in the ideal summary. 
F-score is a composite measure that combines precision and 
recall. The basic way how to compute the F-score is to count a 
harmonic average of precision and recall: 
F=2.P.R/(P+R) 
F-Score=(β2+1).P.R/ β2.P+R 
Where β is a weighting factor that favors precision when β >1 
and recall whenβ <1[3]. 
 

Table 1:Performance Evaluation 
 

Document 
Size 

P R F-Score 

50 MB 
-100 MB 

0.98 0.93 0.95 

20 MB – 
50 MB 

0.98 0.93 0.95 

5 MB – 20 
MB 

0.98 0.93 0.95 

< 5 MB 0.99 0.97 0.95 
 
Table 1 indicates the proposed method produces a very high 
sensitivity and F-Score value in the automatic summarization 
of multiple book contents on related topics. 
 

Table 2: Comparative Analysis 
 

Algorithms P R F-Score 
Thomas et. al. 
(2016) 

0.61 0.57 0.59 

Bhaskar et. al. 
(2012) 

0.52 0.17 0.27 

Proposed 
Methods 

0.99 0.97 0.95 

Table 2 clearly indicates that the proposed method provides a 
very high F-Score, Precision and Recall compared to the other 
similar works based on the literature review. 

4. CONCLUSION & FUTURE ENHANCEMENT 

The proposed framework is used to extract quality summary 
and keyword from multiple sources. The quality is evaluated 
by using the precision and recall technique. The precision and 
recall value for the proposed architecture is more than 95%. 
The same architecture can be extended in the future to 
summarize low resourceful languages like Telugu, Hindi, and 
Tamil, etc., It can further be extended to perform multimedia 
summarization. 
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