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 
ABSTRACT 
 
Skin cancer extensively influences the quality of life and it 
can be dangerous or even lead patients towards death. For 
the skin lesion analysis, computer-aided systems are very 
helpful for a dermatologist. To segment, the lesion area is 
becoming a challenging task even for computer-aided 
systems due to the various difficulties such as similarities 
between the lesion and healthy skin area due to the poor 
contrast, uneven lesion edges, and other artifacts (bubbles, 
hairs, and ruler marker, etc.). This paper presents an 
improved saliency-based segmentation method to overcome 
challenges the current methods. The deep color and PHOG 
optimized features are passed into the support vector 
machine (SVM) to classify the images into two categories as 
benign or melanoma. The classification experiments are 
accomplished on three datasets termed as ISBI 2016, ISBI 
2017, and PH2. The improved accuracies of 90.1%, 99.8 %, 
and 98.8 % are attained respectively for each dataset. 
 
Key words : Melanoma, Skin lesion, Dermoscopic, 
Saliency segmentation, Machine learning 
 
1. INTRODUCTION 
 

Human skin is not an ordinary thing. It plays a 
crucial role by shielding the human body from outside 
elements. According to the current estimation [1], skin 
cancer is one of the most harmful forms of cancer among 
the other categories of cancer. Skin cancer depends while 
the growth of abnormal skin cells cannot be controlled. Skin 
cancer ‘Melanoma’ [2] is the much risker type as compared 
to the other two types as ‘Basal Cell Carcinoma’, and 
‘Squamous Cell Carcinoma’ [3]. Since Melanoma can easily 
move from one body organ to another [4]. According to the 
currently estimated statistics of 2018 [5], an expected 
178,560 cases from which 91,270 cases are aggressive in 
nature. 

The dermatologists have inspected the skin with 
the non-invasive imaging technique called dermatoscopy 

 
 

[6]. The dermoscopy gave the magnified image through that 
dermatologist analysis the lesion by utilized the clinical 
approaches as ABCDE (Asymmetry, Border, Color, 
Diameter, and Evolving) rules [7], 3-Points checklist, 7-
Points checklist [8], Menzies, and CASH (Color, 
Architecture, Symmetry, and Homogeneity) [9]. The 
problem appears when dermatologist faces the difficulty of 
the segment the affected area from healthy skin. So, if 
segmentation is not done properly then it becomes very hard 
to categorize the lesion into benign and malignant 
melanoma. Moreover, the current research has presented 
that the diagnosis of the accuracy rate from the 
dermatoscopic image is between 75% to 84% [10], that is 
not a very promising percentage. Thus, to overcome this 
manual problem for skin lesion segmentation and 
classification the need to come up with automation 
techniques are very crucial. To segment the lesion many 
computer-aided systems are present but many of these have 
low accuracy while some of these fail to work efficiently in 
varieties of the dermoscopic images as shown in Figure 1. 
To find differences between the images in Figure 1 are quite 
hard because all of the images look alike and have minor 
changes with respect to shape, color, and texture. 

 

 
Figure 1: Benign and malignant melanoma 

 
 The main contribution of this research is to 

propose a saliency-based segmentation method combining 
prominent color channels selected from two color spaces as 
LAB [11] and YCbCr [12], [13]. Moreover, in this paper, 
the pre-processing phase is dropped to minimize the 
complexity of the proposed architecture. The proposed 
segmentation method is able to handle the challenging 
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conditions in the images such as artifacts like bubbles, ruler 
marks, and hairs; Also the low contrast images are tackled 
by color space transformation. The deep color and PHOG 
features individually to give good accuracy but after using a 
hybrid approach of these individual features the combined 
results of classification are much higher as compared to 
applied individually. 

It has been observed through the literature review, 
that there are many methods proposed for the analysis of 
skin lesions, particularly in melanoma diagnosis. In the 
medical image processing field, the segmentation 
method/process is considered as the most complex task 
among the other methods like pre-processing, feature 
extraction, and classification. For skin lesion segmentation, 
a huge diversity is present in the approaches such as region-
based approach [14], histogram thresholding [15], and 
active contour model [16] have shown their importance. In 
most cases, to improve the irregular lesion border and rough 
edges the active contour method is used [17]. 

Currently, the detection of the object from the 
images by selecting the salient features has been getting 
great attention from researchers [5], [18], [19]. Saliency-
based object identification has split into two categories: the 
unsupervised model has generated the map directly by 
getting the details and characteristics of an image. On the 
other hand the supervised model [5], first extract the 
numerous features of image regions then it is trained on the 
labeled dataset after that the saliency map is constructed.  

Several previous automated or computer-based 
methods for lesion extraction and classification have 
improved their accuracy. Furthermore, in the current study, 
the researcher has given great devotion to the color space 
transformation and obtained color correctness. Also, the 
LAB transformation with saliency-based segmentation [20] 
for better skin lesion segmentation and classification has 
improved.   A saliency-based method is introduced with the 
combination of Otsu segmentation for improving 
segmentation results [21]. 

In this study, to conduct the experiments three 
datasets  PH2 [22]–[24], ISBI2016 [25], and ISBI2017 [26]–
[28] are selected for demonstrating the validity of our 
proposed method. First, the proposed improved saliency 
segmentation method is compared with three existing 
techniques j-segmentation (JSEG) [29], region-based active 
contour (RBAC) [30],  and previous saliency method. 
Secondly, the statistics performance measures were 
determined to highlight the efficiency of the proposed 
segmentation method. Lastly, after the classification, an 
experiment has been carried out by comparing the different 
machine learning classifiers to check the accuracy of the 
proposed system. 
 
2. RESEARCH METHOD 
 

The proposed methodology is based on the three 
primary phases as shown in Figure 2. The first challenging 
phase is the extraction of a region of interest (ROI) from 

dermoscopic images by improving the saliency segmentation 
method. After that, the extracted deep color, and PHOG 
features are fused into a feature vector. Then for unique and 
efficient features selection, the serial-based selection is 
applied to the fused feature vector. In the final phase, the 
feature vector is passed to machine learning different 
classifiers (SVM, KNN, etc). Best performing classifier is 
selected after conducting the comparative analysis which is 
based on the performance of statistical measures of all the 
classifiers [31-32].  
 

 
Figure. 2: Proposed methodology flow diagram 

 
2.1 Lesion Segmentation 

The proposed unsupervised saliency-based 
segmentation method contains four main parts: color space 
transformation, salient features, saliency map estimation, 
and post-processing. In the proposed algorithm’s first part is 
color space transformation the aim of which is to parallel 
convert the image into a unique color space. This unique 
color space is abstracted using two color spaces namely 
LAB, and YCbCr. The second part of the algorithm is to 
extract the salient features by computing the integral 
histogram of the image. The third part is the saliency-based 
mapping estimation by utilizing the salient features. The 
fourth part is to smooth out and convert the segmented 
binary image into RGB.  

The first part of the color space as mentioned above 
will be discussed in detail in this paragraph. To obtain the 
contrast information from the image, two different color 
spaces including LAB and YCbCr are applied. The main 
advantage of using LAB color space rather than RGB and 
other color spaces is that LAB color space has a uniform 
spacing of colors. Also, by the graphical interpretation, the 
RGB is non-linear while LAB is linear. Moreover, the LAB 
color space L (luminance factor) calculated from the image 
have almost same values for all the pixels. Hence, by 
discarding this values execution time and data size are 
reduced.  
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The salient features are the most prominent 
features of the affected area present in the image. In the 
lesion segmentation section, the integral histogram is used 
for the extraction of the salient features. The obtain matrix 
has the saliency values with respect to each pixel of the 
image. The bin count value ‘60’ is set after the experiments. 
The minimum and maximum features value of each pixel is 
calculated for creating the saliency map.  After getting the 
salient feature, two saliency map is estimated. The threshold 
function is implemented and after performing the 
experiment on threshold value the finally two value is 
selected. These grey scale maps are then transformed into a 
binary image. In this study, the post-processing is 
constructed by two steps 1) smoothness filter is applied on 
the binary segmented image where very sharp edges are 
detected. 2) After that this binary segmented image is 
mapped into the RGB image.   
 
2.2 Feature Extraction 

The features extraction/selection/is a primary step as 
important as the segmentation phase. In feature extraction 
phase, for this study two types of features: a) deep color, and 
b) PHOG features are extracted as presented in Figure 3.   

Figure. 3: Feature extraction and finalization 

2.3 Deep Color Features 
For RGB images, first the YCbCr  color space 

channels are separated then these statistic measures: 
SVD( ), mean( ), entropy( ), 
skewness( ), and harmonic( ) means 
are calculated for each channel. After that YCbCr 
transformation is performed for each R, G, and B using the 
following equations. 

 
Im . ' Im . ' Im . 'R G BY R G B    (0.1) 

1 ' '.
2 1 ImB

B YCb
 

   
 

(0.2) 

1 ' '.
2 1 ImR

R YCr
 

   
 

(0.3) 

where ImR, ImG, and ImB are ordinarily derived 
from the definition of the corresponding RGB space, and 
required to satisfy  . So, we 
have a total of 6 color channels including, R G B, Y, Cb, 
and Cr. Statistical measures are performed on each channel 
as summarized in Table 1.  

Table 1: Statistical Measure Calculation 
Sr. 
No 

Statistical Measure Equation 

1 Single-Vector 
Decomposition   * * *i j i i i j j jR U S V    

2 Mean 
i

i
in


   

3 Entropy  .* logi i iEt     

4 Skewness  
 

1
31

N
ij

iSk
n y

 








  

5 Harmonic Mean 
i

f
f
i

  


 

Finally, all statistical measures are fused into a 
single row for each channel. 

 i i i i i iF Et Sk        (0.4) 

Where i denotes each channel, here we have 6 color 
channels. 

6

1
1

i
i

Fv F


  (0.5) 

Since we have an imbalanced feature vector for 
color features, a balanced feature descriptor is constructed 
using consisting of minimum features for all images using 
Equation (0.6). 

 

  1 1minFv N Fv   (0.6) 

1 3300Fv N   (0.7) 

2.4 PHOG Features 
After deep color features extraction, shape features 

are extracted using 20 bins for histogram generation and 
three- levels of pyramid for features. First, edges are 
detected using a canny edge detector and hence the pyramid 
of oriented gradients are calculated using three-level 
pyramids. As a result of PHOG feature extraction, 420 
features are extracted as shown in the following Equation. 

2 420Fv N   (0.8) 

2.5 Feature Selection and Fusion 
Let, 1Fv and  2Fv  be  two random features vectors 

having redundant values, their mutual information can be 
formulated as: 

     
   

1 2
1 2 1 2

1 2

,
, , log .

.
p Fv Fv

I Fv Fv p Fv Fv dx dy
p Fv p Fv

    (0.9) 
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After the selection of these two feature vectors, the 
feature decomposition is applied to get the final fused 
feature vector. Features are sorted in descending order and a 
technique of feature selection has adopted in such a way 

that, 1000 features are selected from 1Fv  and 400 are 

features selected from 2Fv . The final feature vector can be 
calculated as: 

1

n

i
i

FV Fv


  (0.10) 

   1 21000 400Fused Fv Fv       (0.11) 

As an output of serial based fusion, a feature vector 
 1400FV  is obtained. 

 
2.6 Classification 

FV is passed to support vector machine classifier 
and the extracted features are classified using supervised 
classification. The selected datasets are classified into two 
classes: benign and malignant melanoma. The experiment 
details and the results of the classifier are described in the 
subsequent section. 
 
3. RESULTS AND ANALYSIS 

All results are evaluated on Core i7 7th generation 
laptop has 16 Gigabytes of RAM and a GPU of Radeon R7 
having Matlab 18a. To categories the segmented image 
currently various classification algorithms exist. In this 
research, the extracted features from the segmented images 
are evaluated using SVM classifier tested on three different 
datasets: 1) ISBI 2016, 2) ISBI 2017, and 3) PH2.  

 
3.1 Segmentation Experiment and Results 

To check the validity of proposed segmentation in 
this study two types of experiments a) qualitative, and b) 
quantitative are performed. The detail results of these 
experiments are further explained.  

 
3.2 Qualitative Experiment 

However, various segmentation algorithms exist. 
So, it’s quite challenging to compare the proposed 
segmentation method by all of these segmentation methods. 
For the qualitative experiment, three online available 
segmentation methods 1) J-segmentation (JSEG) [32], 2) 
Region-based active contour (RBAC) [30], and 3) Saliency-
based segmentation are compared with our proposed 
segmentation method as illustrated in Figure.3. Our method 
accurately identifies the lesion area that is very adjacent to 
the ground-truth boundary represented as a green color, 
while the detection of the other four methods is not accurate. 
As it is clearly seen in the image ‘ISBI_0000171’ the JSEG 
fail to detect the lesion area, and the other two methods are 
unable to extract efficiently. The proposed method extracts 

the lesion area by achieving 92.15 % accuracy. Some of the 
images comparisons are represented in Figure 4. 

 
Figure. 4: Proposed segmentation technique comparative 

analysis with different techniques 
3.3 Quantitative Experiment 

For quantitative evaluation of our proposed method 
effectiveness, six statistic measures are computed accuracy 
(Acc.), dice, Jaccard (Jacc), precision (Prec), recall, and F-
measure. The experiment is performed on more than 2000 
images but in this paper, only top ten images are selected 
and their details results are shown in Table 2.   

 

Table 2: Proposed Segmentation Method Detail Results 
 Performance Evaluation Matrices 

(%) 

Sr. 
No. 

Image No Ac
c. 

Di
ce 

Jac
c. 

Pre
c. 

Rec
all 

F-
measu

res 

1. ISBI_0010
447 

96.
9 

0.9
7 

0.9
8 

0.9
7 1.00 0.98 

2. ISBI_0000
185 

96.
8 

0.9
7 

0.9
8 

0.9
8 0.99 0.98 

3. ISBI_0000
029 

96.
6 

0.9
7 

0.9
8 

1.0
0 0.97 0.98 

4.  ISBI_0000
543 

96.
3 

0.9
6 

0.9
8 

1.0
0 0.97 0.98 

5. ISBI_0000
065 

96.
2 

0.9
6 

0.9
8 

1.0
0 0.96 0.98 

6. ISBI_0000
104 

95.
3 

0.9
5 

0.9
8 

0.9
7 0.98 0.98 

7. ISBI_0000
093 

95.
2 

0.9
5 

0.9
8 

1.0
0 0.95 0.98 

8. ISBI_0010
251 

95.
0 

0.9
5 

0.9
7 

0.9
9 0.96 0.97 

9. ISBI_0000
097 

94.
7 

0.9
5 

0.9
7 

0.9
9 0.96 0.97 

10. ISBI_0000
001 

94.
4 

0.9
4 

0.9
7 

0.9
6 0.99 0.97 

Average 95.
7 

0.9
5 

0.9
7 

0.9
8 0.97 0.97 
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3.4 Classification Experiment and Results 
 The performance assessment was accomplished 

using 10-fold cross-validation. The five evaluation matrices: 
precision(Prec.), sensitivity(Sens.), specificity(Spec.), the 
area under the curve(AUC), and accuracy (Acc.) are used 
for the validity of classification results. The comparison is 
performed between the achieved accuracies by these three 
datasets on the SVM classifier. As it can be seen in Table 3, 
the highest accuracy achieved is 99.8 % on ISBI 2017 
dataset. The proposed fused features vector also performed 
well on the PH2 dataset by gaining 98.9 % accuracy. The 

ISBI 2016 dataset also gained good accuracy of 90.1%. 
 

The SVM results have been achieved on three 
datasets ISBI 2016, ISBI 2017, and PH2 presented in the 
confusion matrixes as shown in Figure. 5.  These confusion 
matrixes give an in-depth inside about the trained classifier. 
As it can be observed that PH2 have three classes: atypical 
nevus, common nevus, and melanoma as the other two 
datasets have only two classes: benign and malignant. The 
selected features also efficiently classify the PH2 dataset into 
three classes. 

4. CONCLUSION 
An accurate skin lesion area extraction is 

imperative to efficiently categorize the benign and 
malignant melanoma. The performance of the classification 
phase is highly depended on the accurately segmented 
images. In this article, an improved version of the saliency-
based method is proposed by adding the two different color 
spaces. Through combining the LAB and YCbCr, the results 
of the segmentation process are enhanced. A comparison is 
done between the proposed segmentation method and the 
earlier methods to demonstrate the contribution and validity 

of this research. The results obtained from the proposed 
segmentation method are very close to the ground truth 
images with maximum accuracy. In the future, lesion 
segmentation can be further improved by extracting more 
accurate minimum features and by reducing the system 
time. 

 

 
Figure.  5: Confusion matrixes of three datasets ISBI 2016, 
ISBI 2017, and PH2 
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