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ABSTRACT 
 

There occurs a peak interest in medical diagnosis with the 
aid of machine learning. One of the common old age disease is 
the Alzheimer disease and it is significant for accurate 
diagnosis of Brain hemorrhage in AD patients on the basis of 
image processing and machine learning approaches. Brain 
hemorrhage is the leading death cause between the age group 
of fifteen and twenty four. Lifesaving of such kind of patients 
is crucial and totally depends on the identification of the exact 
location and hemorrhage type in very early stage. The 
proposed method designed a fully automated machine 
learning approach for the classification by the novel 
KNNRBF method of disease with respect to its severity levels 
(Brain hemorrhage, PICS and Alzheimer disease) even in the 
absence of an expert. The performance analysis of the 
proposed system with respect to the performance measures 
like accuracy, specificity, sensitivity, Jaccard coefficient, 
kappa and dice coefficient respectively. The future work deals 
with the implementation of the model in deep learning and in 
realtime as a radiology optimization tool.  
 
Key words: Brain hemorrhage, PICS, Alzheimer disease, 
machine learning, KNN.  
 
1. INTRODUCTION 
 

Disease diagnosis and its early detection is now becoming a 
main research aspect with the aim of reducing the disease 
progression. The structural image gives detailed information 
regarding the structural features like shape, volume, size and 
anatomy of the disease. Among the brain related disease 
Alzheimer disease is very common in old age people [1]. It is 
necessary to accurately diagnose the Brain hemorrhage in AD 
patients on the basis of image processing and machine 
learning approaches [2]. Most powerful and recent 
classification method were need to be investigated with the 
aim of enhancing the accuracy of the diagnosis. Computed 
tomography, an alternative rapid to MRI imaging utilizes 
X-Rays with the help of computer processing for the 
generation of 3-D images and cross sectional observations of 
the brain. The paper mainly deals with the image processing 
of Brain hemorrhage that occurs due to bleeding around the 
tissues of the brain. The bleeding in case is caused as a result 

 
 

of artery rupture. In this case when trauma blood disturbs the 
tissues of the brain, it forms swelling leading to cerebral 
edema. On the basis of pressure and bleeding region. BH have 
been classified as subdural hemorrhage, subarachnoid 
hemorrhage, intra cerebral hemorrhage and Extradural 
hemorrhage. In CT imaging, the rotation of X-ray tube around 
the patients head and captures several images. The CT images 
need expertized system for precise investigation and 
analysis.[3, 4] The machine learning algorithms which is 
suitable to train large number of multi-layer neural networks 
is engaged for classification of various automated tasks. In 
this study preprocessing by means of Gaussian Filtering, 
Segmentation with K-means clustering, Feature extraction by 
GLCM and DWT followed by Classification with the novel 
KNNRB classifier. This process of classification outperforms 
the existing models and enable effective diagnosis by the 
radiologists. 

1.1 Objectives 
 To classify the extracted features of Brain image 

with the robust KNNRBF classifier. 
 To develop a prospective machine learning system 

capable of detecting Blood Hemorrhage on a large 
database of CT studies. 

 To analyze the severity levels on the basis of the 
characteristics of the affected region.  

1.2 Organization 
The continuing subdivision of this paper is prearranged as 

surveys; Section II clarifies the related works on the 
segmentation and classification technique. Section III 
illuminates the implementation of the proposed NMSVM 
classifier. Section IV presents the experimental results of the 
proposed data collection. Section V shows the performance 
analysis of the proposed approach. Finally, section VI 
concluded the proposed NMSVM classifier technique 
remarks, respectively. 
 
2. RELATED WORKS 
 

The following section comprises of the related works. 
[5] The abnormality identification and efficient BH 
recognition in MRI with the help of NBPKC was suggested in 
this paper. The work conducted a preprocessing followed by 
binary thresholding that applied an image an image mask over 
the affected region. A modified segmentation algorithm have 
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been implied with the use of GLCM and minimal LBP(local 
binary pattern).Here classification have been performed by 
NB-PKC that precisely determines the position thereby 
decreased the human errors.[6] The suggested technique 
implemented statistical features, SVM and Gabor texture. The 
MRI images was classified into degenerative, inflammatory, 
cerebrovascular, normal and and neoplastic. It was trained on 
a full dataset of Brain Atlas Harvard Medical School. Apart 
from that a locally developed dataset for achieving high 
accuracy have been utilized. It leads to the further 
classification of tumorous slices into primary and secondary 
tumor followed by other such types like sarcoma, glioma, 
bronchogenic carcinoma, meningioma and adenocarcinoma. 
It should be noticed that the mentioned subtypes were not 
determined without biopsy. [7] Detecting the type of 
haemorrhage is very crucial step in the medical treatment to 
save life of the patient.In this study the segmenting and 
quantifying the region were performed on the basis of the 
watershed algorithm (WSA).The computation of background 
and foreground markers have been performed before the 
application of WSA. The ANN would reduce the output error 
that enabled the BH detection efficiently. This framework 
helps the doctors and radiologist for accurate verification. The 
system used in this suggested allows even the non-technical 
user to process the setup after initialization. It would be 
accurate and simple for BH diagnosis.[8] The paper detects 
the existence of BH in CT brain scan with machine learning 
approach. With the suggested approach, the 100% existence 
or absence of BH was obtained followed by the achievement 
of ninety two classification accuracy. [9] The study attempted 
for the brain CT image segmentation with the population and 
distribution of pixel intensity. The work designed a 
mathematic set up for the identification of unpredicted 
variation found in the intensity population in hemorrhage CT 
image. Here the accuracy of suggested method was evaluated 
by segmenting various kinds of hemorrhage in carious 
patients. The system utilized a completely automatic and 
speedy CAD for automatic segmentation in the expert absence 
thereby further checking of volume, shape, severity, shape, 
size and the hemorrhage types were performed. The CAD 
competence was tested with frequently [10] The study 
indicated that ML algorithm enhanced the prediction of DCI 
in a population of aSAH patients.The work enforced three 
main approached for the prediction of DCI development in 
aSAH patients. The first one is the use of predictors known 
from logistic regression and the next, with the use of ML 
algorithm with all the possible variables followed by 
integration of clinical and imaging data.[11] The prescribed 
study tested and trained a ML alogorithm of KDSQ for the 
differentiation of cognitive normal and impaired with 
CREDOS data that was  suggested as screening tool of CI.The 
integrated combination of KDSQ and MMSE yielded high 
accuracy and proved that the suggested system was more 
efficient screening tool [12]. The author employs an automatic 
BH detection and classification model on the CT images. 
After the process of preprocessing, MDRLSE (a modified 
version) have been utilized for the separation of hemorrhage 

areas. A flawless texture and shape feature set from all the 
identified hemorrhage areas have been extracted. Further, a 
synthetic feature named as weighted grayscale histogram was 
defined. The work classified the BH into four types like ICH, 
EDH, IVH and SDH by means of ordered classification 
structure. The suggested algorithm was assessed on a perfect 
CT scan image set and obtained high range of slightly varying 
accuracy for the two classifiers respectively. [13] The author 
estimated the asymmetry on the basis of intensity variation 
found between the right and left of mid sagittal plane. Here a 
novel technique on the basis of low intensity IF region for 
solving the problem when the object is tilted or rotated have 
been employed. It employed K-means clustering algorithm 
with concerned component label for the determination of size 
and location of tumor. The result depicted that effectiveness 
of the suggested method outperforms with respect to 
consumption time and computational cost. [14] The plan 
focus on finding and analyzing the brain stroke present in 
MRI images of various patients. Few preprocessing methods 
such as removal of noise, filtering and segmentation have 
been utilized for extraction of brain stoke. The brain 
segmentation was applied with the use of Fuzzy C-means 
clustering in which the edge detection was utilized for the 
accurate identification of segmented region in the brain stroke 
edges. The results prove that the suggested technique 
effectively helps the doctors in decision making in a short 
time. [15] presented a new prototype by combining various 
text mining tools with different machine learning techniques 
for classifying stroke. Various machine learning approaches 
were trained in a suitable manner and were utilized in 
important regions like the security surveillance, management 
of data and mainly in the medical field. Along with the 
machine learning approach, data mining technique was also 
utilized in the proposed work for tracking the informations 
depending upon the syntactic and semantic point of view. 
Various symptoms of stroke condition in the patients were 
mined accurately from the information obtained from the 
patients’ case sheets and the obtained data were trained 
accordingly. The data were gathered from Sugam 
Multispecialty Hospital in the Kumbakonam district and case 
sheets of 507 patients were taken into consideration. The 
common and very unique set of features required for 
classifying the symptoms of strokes were extracted. By using 
different machine learning techniques like ANN, SVM, 
random forest classification and boosting and bagging, the 
processed data were classified. By comparing the 
performances of all these classifiers, ANN trained by using 
the stochastic gradient descent algorithm exhibits enhanced 
performance of increasing the accuracy to about 95% and 
decreasing the standard deviation to value of 14.69. [16] The 
study implemented ML and computer vision techniques for 
developing a system that detects CT-identifiable lesions 
automatically. It employed SIFT and CNN for feature 
identification that differentiates TBI lesions from the 
available background. The paper engaged TDA to reveal the 
correlation found between pathological and healthy data. It 
manually segmented the large lesions found in every positive 
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scans. High accuracy indicating the prospective clinical use 
have been achieved with eighty percent training data and 
twenty percent testing data. [17] Various medical imaging 
techniques like MRI, CT scan etc. can be utilized for detecting 
the brain images. However brain hemorrhage could not be 
properly diagnosed by these imaging techniques, due to the 
influence of some factors like noise removal, accuracy and 
high segmentation. Therefore neural networks were utilized in 
the proposed work as it is comparatively advanced by means 
of robustness, accuracy and speed. Intelligent computing 
approaches and its applications were listed in the survey 
section. Numerous computing techniques were discussed both 
with their merits and demerits. Finally enhanced delivery of 
healthcare with cost efficiency and improved structure was 
obtained for the ever growing medical systems.  
 
3.  PROPOSED WORK 
 

The overall flow of the proposed system have been 
depicted in the figure 1. The input in the form of brain 

computed tomography image is subjected to preprocessing 
with the aid of Gaussian Filter. The filter will effectively blur 
the edges and reduces the contrast thereby decreasing the 
noise. After that the preprocessed image is segmented by K- 
means clustering that easily processes a huge number of 
variables in a short time. It easily adapts to the various cluster 
types with respect to size and shape. It processes by means of 
first selecting the number of clusters followed by randomly 
setting the initial cluster center. The image object were 
brought closer to the cluster center as far as possible for 
effective segmentation. After the affected region was 
segmented the texture features were extracted through GLCM 
feature extraction and Discrete Wavelet Transform. The 
extracted text features were classified with the help of robust 
proposed classifier named KNNRBF that use the probability 
(with the implementation of KNN classifier) as bias value for 
Radial basis classifier. The obtained results were processed 
for the performance analysis in terms of accuracy. 
 

 
 

Figure 1: Overall flow of the proposed (kNNRBF) classifier system
 

3.1 Gaussian Filtering 
The Gaussian filter is a type of image filtering that uses a 

Gaussian function (which also expresses the normal 
distribution in statistics) for calculating the transformation to 
apply to each pixel in the image. 

,݅)ܩ ݆) = ଵ
ඥଶగఙమ

݁ି
మశೕమ

మమ           (1) 

Where i is the distance from the origin in the horizontal 
axis, j is the distance from the origin in the vertical axis, and σ 
is the standard deviation of the Gaussian distribution. 

3.2 Segmentation by k-means clustering  
K means clustering algorithm is an unsupervised algorithm 

that detects more number of segments in the data. At first the 
number of the clusters K were selected. The k points are 
selected randomly from the concerned dataset and all the data 
points are assigned to the nearby centroid which forms the 
centroid. Finally computation followed by placing the new 
centroid of all the cluster have been done. The parameter k is 
used for deciding the number of segmentations. Specifying a 
larger k-value leads to a cluster of pixels in the space to be 
segmented into smaller pieces of points groups. The k means 
iteratively explored the centroid of all the clusters followed by 



Jathin Desan,  International Journal of Advanced Trends in Computer Science and Engineering, 8(6), November - December 2019, 3658– 3664 

3661 
 

 

pickuping and reorganizing the nearby points into a new 
group. 

3.3 Feature Extraction 
a) GLCM 

 
The Gray level co occurrence Matrix extracts the texture 

features with the use of connected regions. The features thus 
obtained will be given to a classifier for training and 
testing.The features such as Auto correlation, Correlation, 
Entropy, Sum of entropy, Sum of variance , Cluster 
prominence, Contrast, Homogeneity, Maximum probability 
were extracted.Few of the formulas are depicted below. 

 
a) Entropy - The irregularities found in the gray level image 

size with some variation in each co-occurrence matrix 
elements is characterized by the entropy. The equation for this 
measure is shown below: 
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where  ε  is a constant and its value is 2.2204*10-16                                        
 Energy - It is represented as the total image color 

uniformity. It is measured by, 
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b) Discrete Wavelet Transform. 

 
Here the segmented input image is separated into two 

sub-bands such as  high frequency (H) and low frequency (L) 
and Further it is segregated into High-Low (HL), low-low 
(LL), High-high (HH) and Low-High (LH) sub-band 
coefficients with the use of Discrete Haar Wavelet Transform. 

 
c) KNNRBF Classifier 

 
KNNRBF Algorithm 
 
Input: Train features ݂, test features ݐ and target label ܶܽ 
 Calculate distance between each samples in the 

trained features with the nearest feature data points, 
݀ = ඥ( ݂ − ݂)ଶ			i =1, 2, ….., n; where n represents 
the number of samples and  ݀ 	denotes the Euclidean 
distance between the points, ݂ is the traine feature of 
ith data points.  

 Transform the distance ݀  to a probability using 
logistic regression with optimal coefficients ߚ and 
 .ଵߚ

Pr(݀) = ଵ
ଵାୣ୶୮	(ఉబାఉభௗ)

		߳	[0.1] (4) 

 Use this probability as bias value for Radial basis 
classifier, 

Radial basis classifier probability is expressed by Gaussian 

distribution as follows, 
݂) − ܿ) = exp	(−ߚ‖݂ − ܿ‖ଶ)  
ܿ - Center vector for neuron i  
ߚ  – is the bias value which is considered from the 

probability of KNN 
 Estimate weights with the test features and target 

label. 
ܹ = (்݂݂)ିଵݐ்ܶܽ 

 Finally predict the label. 
݈ܥ = ܶܽ(max(ܹ))  

 

4. DATASET DESCRIPTION 
 

The dataset of 82 CT scans was collected, including 36 
scans for patients diagnosed with Brain hemorrhage. Each CT 
scan for each patient includes about 30 slices with 5 mm 
slice-thickness. The mean and standard deviation of patients' 
age were 27.8 and 19.5, respectively. 46 of the patients were 
males and 36 of them were females. Each slice of the 
non-contrast CT scans was by two radiologists who recorded 
AD, PICS and Brain hemorrhage.  

 
5. PERFORMANCE MEASURES 

 
The performance of the proposed system was investigated 

in this section. 
The performance measures described in this section was 

provided in detail. The performance analysis section 
investigates the results of the proposed technique with respect 
to accuracy, recall, precision, Dice, Jaccard, and Kappa 
coefficients. The performance analysis of the proposed was 
compared with the existing techniques and proved that the 
proposed system outperforms in terms of efficiency. 
 

Sensitivity is termed as the as the fraction of positives 
which are appropriately recognized or also named as true 
positive rate. 
ܵ݁݊ = ்

்ାிே
 (5)               

Specificity is well-defined as which estimates the fraction 
of negatives that are appropriately recognized or also called as 
true negative rate. 
݅ܿ݁ܵ = ்ே

்ேାி
           

Accuracy is defined as the nearness of a measured value to 
the known or standard value.  
ܿܿܣ = ்ା்ே

ାே
	ݎ  ்ା்ே

்ା்ேାிାிே
              

Jaccard Coefficient 
Jaccard Coefficient (JC) is the measurement of the uneven 
information in a binary variable. Jaccard coefficient is 
calculated while considering matching items the customer buy 
in a store, there are numerous products that the customer does 
buy. In which the negative value is not essential and counting 
the non-existing value is not needed. The coefficient is 
calculated as:  
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JC୧୨ =
a

a + b + c 

Dice Coefficient 
The Sorensen–Dice is otherwise termed as the F1 score or 
Dice Similarity Coefficient (DSC). It is commonly used in 
retrieving information using the statistics such as precision (p) 
and recall (r). Dice Coefficient is given by: 

ܥܦ = 2.
	݊݅ݏ݅ܿ݁ݎ ∗ ݈݈ܽܿ݁ݎ
݊݅ݏ݅ܿ݁ݎܲ +  ݈݈ܽܿ݁ݎ

 
6. PERFORMANCE ANALYSIS 
 

The performance of the proposed system was investigated 
in this section. 

The performance measures described in this section was 
provided in detail. The performance analysis section 
investigates the results of the proposed technique with respect 
to accuracy, recall, precision, Dice, Jaccard, and the “Kappa” 
coefficients. The performance analysis of the proposed 
NMSVM with the existing KNN and PNN classifier regarding 
FAR, FRR, and GAR is done for CT images respectively. 
 

Table 1: Comparison of performance value of the proposed 
system in Alzheimer diseases, PICS and healthy individuals 

 
Alzheimer PICS Healthy 

Accuracy 97.894 90.2345 89.2364 
Sensitivity 95.311 87.345 83.4651 
Specificity 93.3215 89.6521 87.1354 

PPV 78.654 75.1324 76.4132 
NPV 65.4123 62.16541 67.1463 

Jaccard 0.9124 0.8532 0.8481 
Dice 0.8987 0.8589 0.7798 

 
Table 1 describes the comparison of proposed system 

performance value in Alzheimer diseases, PICS and healthy 
individuals. The performance measures are accuracy, 
sensitivity, specificity, PPV, NPV, Jaccard and Dice 
co-efficient. In Alzheimer disease the proposed method 
contains the accuracy of 97.89%, 90.23% for PICS condition 
and 89.24% for healthy individuals.  

 
Figure 2: Comparison of performance value of the 

proposed system in Alzheimer diseases, PICS and healthy 
individuals 

Figure 2 defines the statistical analysis of proposed system 
measures in Alzheimer diseases, PICS and healthy individuals 
with accuracy, sensitivity, specificity, PPV, NPV, Jaccard and 
Dice co-efficient.  
 

  
Figure 3: Segmentation comparison of proposed system 

with existing methods 
Figure 3 defines the comparison of proposed system with 

existing methods such as FCM [18], OTSU [19]. Proposed 
system had the accuracy of 89.22%, sensitivity contains 
86.24%, and specificity contains 89.21%. These analyses 
proved the proposed method had highest segmentation 
accuracy compared than existing methods. 

 
 

Figure 4: Classification comparison of proposed system 
with existing methods 

Figure 4 defines the comparison of proposed system with 
existing classification methods such as KNN, RBF [20] and 
SVM [21]. Proposed system had the accuracy of 97.56%, 
sensitivity contains 96.35%, and specificity contains 95.46%. 
These analyses proved the proposed method had highest 
classification accuracy compared than existing methods. 
 

Table 2: Comparison of jaccard and Dice co-efficient 
measures for proposed method with existing methods 

 
  KNNBRBF KNN RBF SVM 
Jaccard 0.9575 0.8548 0.8789 0.7981 
Dice 0.9789 0.8123 0.7164 0.8754 

 
Table 2 describes the comparison of jaccard and Dice 

co-efficient measures for proposed KNNBRBF method with 
existing methods such as KNN, RBF, and SVM.  
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Table 3: Accuracy of Testing and Training in proposed 
classification 

 

  
Testing 
Accuracy 

Training 
Accuracy 

1-fold 72.00% 95.00% 
2-fold 73.20% 94.56% 
3-fold 75.25% 93.65% 
4-fold 78.45% 92.58% 
5-fold 79.78% 91.56% 
6-fold 81.12% 89.87% 
7-fold 85.43% 88.56% 
8-fold 87.75% 87.62% 
9-fold 91.89% 86.45% 
10-fold 93.13% 85.21% 

 
Table 3 defines Accuracy of proposed method 

classification with 10-fold crosses Validation. The 
classification accuracy involves the testing and training 
accuracy.  

7. CONCLUSION 
The paper implements machine learning approach for 

effective diagnosis of Brain hemorrhage in AD patients with 
respect to its severity levels. The order of severity levels of 
Brain Hemorrhage (PICS, AD patients) and healthy 
individuals were diagnosed and compared. The preprocessing 
is performed through Gaussian Filtering, segmentation by 
k-means clustering, feature extraction by GLCM and DWT 
followed by the novel proposed KNNRBF classified the 
extracted features with K-nearest neighbor based Radial basis 
function (KNNRBF) which is used to classify the input image 
as healthy, pics and Alzheimer. Finally the performance of the 
proposed segmentation and classification with state-of-the-art 
methods (KNN, RBF and SVM) by some metrics such as 
sensitivity, specificity, accuracy and similarity metrics, etc.  
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