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 
ABSTRACT 
 
Now a day’s sequence labeling has become most interesting 
topic in the current technical era. Sequence labeling is a type 
of pattern recognition task that involves the algorithmic 
assignment of a categorical label to each member of sequence 
of observed values, and also, it is treated as an independent 
task. By using traditional methods such as HMM and CRF we 
can implement sequence labeling. Both the methods take the 
sequence of input and learn to predict an optimal sequence of 
labels. These are very powerful methods, but they have not 
experienced the great success due to some drawbacks like lack 
of semantic awareness and can’t handle longer sequential 
dependencies. So by using deep learning techniques such as 
recurrent neural networks, they can capture the local 
dependencies and find longer patterns. Real world 
applications where the sequence labeling can be applied are 
Google search Engine. Where in the search box if we type 
some words automatically Google will suggest some 
sentences or words which makes our work easier.  
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1. INTRODUCTION 
 
Sequence labeling is one of the main tasks that are focusing 
on Natural Language Processing over the past decade. The 
main aim of NLP is to convert a human language into a 
formal representation so that it is easy for the computers to 
manipulate. Some of the applications are search, information 
extraction, machine translation [1]. POS, Word Sense 
Disambiguation, NER, Word Segmentation are some of the 
subtasks of sequence labeling. Among these NER is the 
important task of NLP. The most traditional sequence 
labeling models which have shown high performance are 
linear statistical models like HMM and CRF [2] but these  

 
 

 
models highly rely on specific task resources and on hand 
crafted features. By using high performance approaches we 
can get the better results when compared to the linear 
statistical Models. Accuracy what we get through these linear 
statistical models is not accurate when compared to the deep 
learning. techniques. So to overcome the drawbacks in the 
existing techniques and to get the good results we are training 
and testing the datasets by using Deep learning techniques. So 
that we can improve the accuracy [3-5]. Deep Learning is the 
key Technology that is used in many exciting novel 
applications like Google translators like Siri and Alexa [6]. 
The difference between the traditional methods and the deep 
learning methods is both the methods take the sequence of 
input and learn the optimal sequence and predict the labels for 
the sequence, But the traditional methods like HMM simply 
works on the words (type of tokens), and the CRF works on 
the set of some features like input token or phrases. These are 
the very powerful methods but they have not been experienced 
great success due to some of the drawbacks. By using the deep 
neural nets, we can overcome some of the drawbacks and they 
have shown great power to learn latent features. 
 
2. LITERATURE SURVEY 

2.1 Sequence Labeling 
Sequence labeling is a type of machine learning technique 
which is used for pattern recognition and allows categorizing 
labels for the observed values. Some of the techniques of 
Sequence Labeling are Parts Of Speech Tagging(POS), 
Named Entity Recognition(NER), Word Segmentation[13].  
Initially linear statistical models used for sequence 
labeling,The models are HMM CRF and SVM. 
 

2.2 HMM 
HMM is a generative model which assigns the joint 
probability for the observations and the label sequence. Then 
the parameters are trained so that to maximize the joint 
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likelihood of training sets [7]. HMM is called hidden because 
only the symbols emitted by the system we can see, but not the 
process which is undergoing between the layers or the states 
[10]. In HMM there will be Transition Probabilities and 
Emission Probabilities. 
 
Transition Probability: It is the probability of the state ‘s’ 
appearing after observing sequences u and v in the sequence 
of observations. 

Q(s|u, v) 
 

Emission Probability: It is the Probability of an observation x 
given that the state was s 

E(x|s) 
 

 
Figure 1: HMM 

 
There are some drawbacks like here there are many 
unstructured parameters and they cannot express the 
dependencies among the hidden states and are unable to 
capture the higher order information. To overcome these 
drawbacks CRF came into existence. 
 

2.3 CRF 
 
This is a statistical model. This is widely used for pattern 
recognition[16]. This is one of the category of sequence 
modelling. This is undirected probabilistic graphical model. 
Especially this method is used in pos tagging and in the NER 
and also in the parsing and shallow parsing. This consists of 
two layers input layer, output layer. This method is used to 
encode the relationships between each of the 
observations[16]. 
 
2.4 SVM 
 
This method is one of the traditional based approaches. This 
is used to separate the data by using the hyper plane. Based on 
the data the hyper planes may vary [11]. This can convert the 
low dimensional data into high dimensional data by using the 
kernel tricks. 
 

3. PROPOSED METHOD 
 
Bi-LSTM-CNN: 
 
It is the combination of both the neural network models can 
use for getting better accuracy in NER. It is the hybrid model 
because it is the combination of both bi-directional LSTMs 
and CNNs[22].    
 
Bi-LSTM: This method is a combination of 2 techniques. 
They are LSTM  and Bi-RNN(Bi-directional Recurrent 
neural networks). Bi-LSTM is an advancement or special 
development of the Artificial Neural  
networks(ANN). This method came into existence because in 
the previous methods for larger sequence of the data the 
traditional methods are not suitable to solve the problems so 
to overcome this disadvantage this method is used[12]. And 
also RNN is not supportable for this Longer sequence of data. 
Bi-LSTM is supportable for the longer sequence of data and it 
is an advancement to the RNN. However, these Bi-LSTM 
consists of three layers Input layer , hidden layer, Output 
layer.  
Bi-LSTM can do both forward and backward operations. So 
this part becomes the main advantage in this model. Long 
short term model is capable of storing the information for 
longer period of time. And also it stores the previous state 
information and sends to the next layer in a sequence format. 
If the current layer wants the previous information this 
BI-LSTM is used. In this BI-LSTM there will be forward 
hidden layer and also the backward hidden layer. Which helps 
us in storing the past information of the input layer. Nodes 
will be present in each layer of the Bi-LSTM. The nodes in the 
hidden layer are connected this is how the information will be 
stored in the layers.  

 
Figure 2: Bi-Lstm 
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CNN:  This one type of artificial neural network(ANN). This 
method is used in pattern recognition and also used in the 
sequence labeling part. As this method consists of 3 layers 
they are Convolution layer and the fully connected layer and 
also the output layer [14]. This method is mainly used in the 
name entity recognition(NER). The main task is that it detects 
the words or the characters present in the text. So by using this 
BI-LSTM method we can correctly characterize the words 
and also the characters into the levels format[18]. 
In this CNN back propagation technique is also available. 
This becomes the main advantage to the CNN. After getting 
the result to the output layer[19]. We will check the result and 
compare with the actual result if the result does not match 
with the actual result then by using back propagation method 
we will update the values and we will try to achieve the better 
and the accurate results [15].    
 

 
Figure 3: CNN 

Fig 3 explains that the character features are extracted from 
each word by using CNN and the character type feature vector 
and character embedding are computed using look up tables 
after that they are concatenated and passed into the model 
CNN. 
 
These models learns about both word level and character level 
features. This model is inspired by the work of Colobert et 
al.(2011) 
Here the lookup tables will transform the discrete features like 
characters and words into contionous vector representations 
and then these are concatenated[23] and fed into a BiLSTM 
network. After that for inducing character level features use a 
CNN[20] and then 
At the output layers it decodes the output for each category 
into a score. 

 
 

Figure 4: BI-LSTM-CNN 
 

The above figure explains how the Bi_LSTM used for named 
entity recognition[21]. 
 
4. ALGORITHM 

The above algorithm explains about the steps involved in 

implementing the Bi-LSTM-CNN and CRF 
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5. RESULTS 

 

The dataset used in this paper is NER dataset. It consists of 4 

columns  

1. Sentence# 

2. Word 

3. POS 

4. Tag. 

 
Figure 5: representation of dataset 

This graph states that the samples what we have taken and 

also about the number of tokens which are assigned to a 

dataset. 

 

After that Named Entity Recognition is performed by using 

Bi-LSTM-CNN which is the task of sequence labeling. 

Initially preprocessing of data takes place, if there are any null 

values it will do preprocessing and the next step is splitting of 

dataset into train and test sets so that by applying the CNN 

model on training and testing sets CNN character features are 

extracted and by using BiLSTM the output sequence and the 

performance scores are obtained. 

  

5.1 SAMPLE INPUT 

“Stephen went to America”  

It will predict the named entities for each word by using the 

BiLstm Model and then gives the evaluation scores F1 Score, 

Recall, Precision and accuracy. 

5.2 SAMPLE OUTPUT 

Stephen – ‘B-PER’ 

Went – ‘O’ 

To –‘O’ 

America – ‘B-LOC’ 

It will check whether the named entities are correct or not and 

gives the evaluation scores. 

 

5.3 PERFORMANCE MEASURES 

 

True Positives(TP): These values are the correctly predicted 

(+Ve) values which means the actual class is yeas and the 

predicted class is also yes. 

True Negatives(TN): These values are the correctly predicted 

(-Ve) classes which means the actual class is no and the 

predicted class also no. 

False Positives(FP): These values are wrongly predicted 

where the actual class is No and the predicted class is yes. 

 

False Negatives(FN): These values are wrongly predicted 

where the actual class is yes and the predicted value is No. 

 

Accuracy(Ac): It is the performance measure and it is the 

ratio between the correctly predicted and total number of 

observations. 

Accuracy = TP + TN / TP + FP + FN + TN 

 

Precision: It is the Ratio between the Correctly predicted 

positive observations and the total predicted positive 

observations. 

Precision = TP / TP + FP 

 

Recall: It is the ratio between the correctly predicted positive 

observations and all the observations in actual class. 

Recall = TP / TP + FN 

F1 Score: It is the weighted average of Precision and Recall. 

F1 Score = 2 * (Recall * Precision) / (Recall + Precision) 
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5.4 Comparison Table 

Table 1: Comparison of results 

 F1 Recall Precision Accuracy 
SVM 0.57 0.54 0.54 0.56 

CRF 0.80 0.78 0.78 78 

Bi-LSTM-C

NN 
0.97 0.97 0.97 97 

 

6. CONCLUSON 

 

 In this paper we have compared the two models. This 

comparison is done   to find out the accuracy among the 

methods. So in this paper the techniques what we compared 

are Bi-LSTM CNN and CRF models. BI-LSTM CNN got 

more accuracy when compared to CRF. After getting the 

results this paper finally concludes that deep learning 

methods are more suitable for sequence labelling because the 

accuracy is more to the deep learning methods when 

compared to the traditional methods. 
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