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ABSTRACT 
 
Along with the fast progress of the telecom industry, a good 
and reliable customer relationship has likely become the main 
concern for the telecom service providers. It is known that if a 
standing customer dismisses a bond with current wireless 
company and avail the services of another wireless company 
results the loss of customer which is referred as churn 
customer. All telecommunication service providers are affected 
badly from deliberate churn. The survival of these companies 
depends on its ability to hold customers. This paper focus to 
identify the best modelling technique which helps to correctly 
predicts the churn customer and also emphasis to make a 
reliable software for the telecom companies to find which 
customer is going to churn, java programming is done in 
eclipse neon version for software application and logistic 
regression technique is used to make a mathematical model, 
because most of the statistician believes that when the 
independent variable in a dataset does not distributed normally, 
logistic regression is a best suited and acceptable modelling 
technique than other modelling techniques.  
 
Key words: Customer churn, constraints, retention, sensitivity, 
specificity, telecom industry. 

1. INTRODUCTION 

Telecom corporations measure intentionally churn customer by 
a monthly figure of 1.9% to 2.1%. The average churn rate per 
annum is measured 10% to 67%. Customer churn prediction 
model enables the service provider to detect the reasons of 
customer churn. If the customers were pleased with their 
current service provider, then the treatment towards customer 
and its services would result that they would not be looking 
around for other networks[4].An analysis of customer retention 
shows that the most companies lost their customers due to 
dissatisfactory treatment towards their customers[3]. 
 

 
The purpose of this research is to find the parameters 

which involves significantly in customer churn and design a 
mathematical model using logistic regression analysis 
technique for churn prediction and to further support this work 
software application has also been developed to predict the 
churn customer by using certain parameters for telecom 
companies so that this could be utilize by the industry[5].In this 
paper, online purchase customer’s behavior analyzed, using 
decision tree induction method, customers are divided into 
groups or categories namely premium, best, and moderate or 
churn. Correlation and linear least square regression was 
carried out to predict the customer purchasing behavior 
[18].This study assists the telecom companies to enhance their 
customer retention and reduce the risk of customer 
churn hazard by increasing the predicting power for customer 
churn[2]. The outcome of this analysis helps the wireless 
telecom service provider to manage their resources efficiently 
to improve the customer satisfaction which can help to reduce 
the churn customers[13]. 

2. RESEARCH METHODOLOGY 

The important aspect of the study was to get a reliable dataset 
which could be used for mathematical modeling. After getting 
the widely used dataset by the statistician, logistic regression 
algorithm applied on it for attainment of a mathematical model 
for churn prediction. There were initially twenty independent 
variables and one dependent variable. Mathematical model 
comprises all these independent variables has the higher 
computational load as well as increase the complexity of the 
model. To reduce the complexity, it was required to use only 
significant variables which could have the higher impact on 
churn prediction, for this purpose iterative method has been 
adopted and several iterations have been done. 
 

This authorize to reduce the input variable from twenty to 
five variables and the computational load also been reduced. 
After designing a mathematical model, software application 
would need to be developed so that this work could be utilized 
by telecom industries. The software application has been 
created using java programming in eclipse neon version 
platform. 
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3. DATASET 

The dataset of wireless telecom company is used which is 
available online for research purpose and can be downloaded 
from the GitHub Inc. website[1].This dataset is widely used by 
the researchers and statistician for mathematical modelling 
using different statistical analysis methods. The dataset 
comprises the data of last three months of 3333customers in 
which 477 customers are the churn customers. For every 
observation, there are Twenty-one features available and no 
missing values.  
 
4. INPUT SELECTION AND FEATURES CONSTRAINS  

The class variable is highly skewed in the available dataset, the 
percentage of churn customers is 14.3% while the percentage 
of customer who retained with current service provider is 
85.7%[8] which effects the statistical modeling and cause 
complications in predicting the churn customers. To minimize 
the computational load, the logistic regression algorithm is 
applied gradually to exclude all non-significant variables in a 
dataset through several iterations. It is necessary to ensure that 
the dataset is comprised only of significant variables and by 
observing the accuracy of results (percentage of correctly 
predicted instances categorized as churn and no churn), 
sensitivity (percentage of correctly predicted churn customer) 
and specificity (percentage of correctly predicted retained 
customers), in each iteration, it was found that these are the 
following input variable as shown in Table 1 possess the higher 
impact on customer churn prediction. 

 
Table 1:Customer Churn prediction impact 

 

5. LOGISTIC REGRESSION ANALYSIS 

This technique widely used in data mining, machine learning 
and can also be used traditional statistics[17]. Logistic 
regression is used for prediction when the dependent variable is 
categorical i.e. some event is happening or not happening. In 
classification problems, this method has an edge and can 
compete with other modelling techniques. 
 

The logistic regression analysis can be interpreted by the 
concept of odds ratio which is the ratio of the probability of 
some event happening p or not happening q which is(1-p). 

Odds (Ɵ)= 
ଵି

      (1) 

The logistic regression modelling is used to estimate the 
value of p which is represented as ̂. 

 
The aim is to estimate the value of p using Logistic 

regression analysis according to the classification of output 
variables which is churn and no churn in our dataset. 

 
The prediction of the target variable is transform by the 

nonlinear function called the logistic function. Graphically, it is 
a S shaped curve and known as Sigmoid function can map any 
real value between 0 and 1. Statistician developed the logistic 
function to evaluates the different properties of a training 
dataset 

g(z) = ଵ
ଵିష

  (2) 

consider z is the linear function of multivariate regression 
model then the equation for z is: 

z = β0 + β1 X1 + β2 X2 +… + βn Xn(3) 

The prediction of the classification variable by logistic 
regression analysis would found by following equation and by 
setting up the threshold value output will be decided 
accordingly either churn or no churn: 

̂ = 	 ଵ
ଵିష(ഁబ	శ	ഁభ	భ	శ	…	శ	ഁ)  (4) 

Where, 

 is the estimated output̂

Xiis the predictors  

β0is the constant 

βi is the weight of each predictor 
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6. CONFUSION MATRIX 

Confusion matrix evaluates the performance of Binary 
Classification model[6]. This is the matrix of the models 
predicted class versus the actual class as shown in Table II.  A 
confusion matrix has two columns and two rows having 
information about the number of true positives, false positives, 
false positives, true negatives[10]. 

The detailed analysis can be done by sheer proportion 
of correct classification. Confusion matrix is easy to 
understand, though the relative terms might be confusing. The 
performance of the mathematical model can be evaluating by 
finding the sensitivity, specificity and classification 
accuracy[7]. 

Table 2:Matrix of the Model  

Where;  
 TPs is the value of True Negatives 

 FNs is the value of False Negatives 

 TNs is the value of True Negatives and 

 FPs is the value of False Positives 

 
7. RESULT AND DISCUSSION 

The classification table of the proposed mathematical model is 
based on the classification threshold of 0.1485 in Table 
3,indicates the accuracy of predicted positive is 75.3623% and 
for predicted negative the accuracy is 76.1404% while the 
classification accuracy of the model is 76.0276%.  

Table 3: Proposed Model Accuracy 

 
Actual 
Chun 

Actual 
No 
churn 

Correct 
Prediction 
Percentage 

Predicted 
Churn 

364 680 75.3623 

Predicted No 
churn 119 2170 76.1404 

The linear function of the logistic regression is: 

z= -7.56205 + 0.073955x1 +0.498887x2 + 
1.934837x3 + 0.295802x4 + 0.076536x5(5) 

 
Equation for the prediction of target variable is: 

̂ = 	 ଵ
ଵିషܢ

 (6) 

7.1 ROCCurve:  

ROC (Receiver operating Characteristics) curve is the 
graphical representation of the performance of classification 
model [14],[8]. The ROC curve is the relation between rate of 
false positive (i.e. sensitivity) on x-axis and rate of true positive 
on y-axis. The accuracy of the model can be determining by 
finding the area under the curve. Greater area represents the 
better performance of the model [11]. After several iterations, 
at a cut off value 0.1484 the proposed model depicts the best 
results and the highest area under the curve (AUC) as shown in 
Figure 1. 
 

 
 

Figure 1: False Positive Rate Analysis 

7.2 Classification Accuracy 

Classification accuracy (CA) is one parameter for accessing the 
predicting model for the binary classification. Classification 
accuracy helps to know how well the classification model can 
predict the value of the predicted attribute[9]. The classification 
accuracy of the proposed binary classifier is 76.0276%, which 
is calculate by the formula given as follows: 

 
 Actual 

 
 yes No 

Predicted 
Yes TPs FPs 

No FNs TNs 
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CA= ்ே௦ା்௦
்ே௦ା்௦ାிே௦ାி௦

  (7) 

7.3 Sensitivity and Specificity 

Sensitivity and specificity evaluates the accuracy of the model. 
Sensitivity is defined as the proportion of the customers who 
actually churn to the customers identified as churn[12]. 
Specificity is known as the fraction of the correctly identified 
non-churners. The following are the equations for the 
sensitivity and specificity shown. 
 

Sensitivity = ்௦
்௦ାிே௦

  (8) 

Specificity = ்ே௦
்ே௦ାி௦

  (9) 

 

Telecom service provider prefers high sensitivity model as 
compared to the model with high specificity because the wrong 
estimation of churners can affect the cost much higher than the 
wrong estimation of non-churners [15].The sensitivity and 
specificity of the proposed model is given in Table 4. 

Table 4: Compared with high Sensitivity &high Specificity 

Sensitivity 0.348659 

Specificity 0.948012 

 
 

8. SOFTWARE DEVELOPMENT 

The lifecycle for software development is completely followed 
is given in Figure 2.  

A Software was developed by java programming in 
eclipse neon version for the prediction whether the customer 
churn or not using the values of independent variable shown in 
Table I. The code was designed to fulfill the requirements of 
service providers, and after thoroughly testing and fixing 
several bug, the software is ready for deployment for the 
telecom industry. 
 

 

Figure 2: System Development Life Cycle  

The Graphic User Interface(GUI) of the software is 
user friendly. It can be used simply by telecom service provider 
with no additional skills required[16]. In entering the five 
feature constraint for the last three months of any user, it can 
predict instantly whether the customer is expected to churn or 
not. The snapshot of the GUI of churn prediction software is 
shown in Figure 3. 

 
Figure 3: GUI for Entering Required Data  
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9. CONCLUSION 

The effects of proposed model by using logistic regression 
analysis achieved a good accuracy which helps the telecom 
service provider to minimize the customer churn and manage 
the acceptable level. Telecommunication companies face 
complications to increase the customer retention rate and 
minimize an unavoidable loss in their business due to high 
churn rate. The churn prediction software also assists to boost 
up the predicting power. Simpler GUIs of predicting software 
and efficient modelling of telecommunication churning 
techniques can enhance the business and stop the telecom 
industry for upcoming challenges. 
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