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ABSTRACT 
 
The influenza does not affect people’s health only, but it is 
also an essential topic of governments and health care 
facilities. Early analysis, prediction and response is the most 
effective control method for flu epidemics. The Artificial 
Intelligence (AI) scientists are conducting their efforts to 
develop supervised and unsupervised models in order to 
analyse epidemics.  In this paper, we present the most used 
Machine Learning (ML) and Deep Learning (DL) models in 
order to understand Covid-19’sbehaviour by analysing time 
series data. Among several algorithms of ML, Recurrent 
Neural Network (RNN) was chosen for tracking this epidemic 
and predicting its future outbreak. Since the appearance of the 
first case of COVID-19 in Morocco, the cumulative number 
of reported infectious cases continues to increase, however 
this number varies according to the regions of the Kingdom. 
Also, in this paper, we propose an analysis and prediction 
model of influenza-like illness Covid-19 by regional 
distribution. The proposed model is further used to obtain 
statistical summaries. 

Key words: RNN, LSTM, Influenza-like Illness, Covid-19, 
Coronavirus, Prediction. 
 
1. INTRODUCTION 
 
In late December 2019, a pneumonia with unknown causes 
was detected in Wuhan, China and then reported to the World 
Health Organization (WHO) Country Office in China on 31 
December 2019 [1].The Centre of disease control experts 
declared that the pneumonia is a novel coronavirus, it was 
officially named Severe Acute Respiratory Syndrome 
Coronavirus 2 (SARS-CoV-2) by the International 
Committee on Taxonomy of Viruses based on phylogenetic 
analysis. On January, 30, 2020, the WHO declared the 
outbreak a Public Health Emergency of International 
Concern, and then it was declared as a pandemic on 11th 
March, 2020. 

 
 

In the majority of people who carry the coronavirus, 
COVID-19 causes a mild respiratory illness similar to 
influenza. In other individuals, it can lead to a severe 
respiratory condition that requires hospitalization. People can 
be without symptoms, or asymptomatic, despite having a 
SARS-CoV-2 infection, this means that they can still spread 
the virus to others even though they do not feel unwell. This 
makes COVID-19 potentially dangerous, as it is highly 
infectious. However, the most common signs of COVID-19 
infection include Fever, Cough and Breathing difficulties. The 
WHO suggest a preventive measures for Covid-19 include 
maintaining social distance, washing hands frequently, 
avoiding touching the mouth, the nose and the face [2]. 
The first case of Covid-19 was reported  in Morocco  on 
2ndMarch, 2020 for a citizen traveling from Italy to 
Casablanca city [3] few weeks after the spread of the 
coronavirus in 
Italy. On March 19, the government decreed a state of health 
emergency and the compulsory containment of population has 
been declared. However, a part of the population continued to 
work to supply the necessities to the confined population. 
Every day, the Ministry of Health in Morocco reports 
infectious individuals and all individuals that have a close 
contact with them are identified and quarantined. 
In 1st June, 2020, the total number of confirmed cases in 
Morocco was reported to be 7807 infectious and 205 deaths. 
To date (August, 20, 2020 at 16h00) the number of confirmed 
cases in Morocco has reached 46,313 including 743 deaths 
(1.6%) and 31,576 recovered (68.18%), while 13,994 
(30.22%) cases are still in hospitalization. 
Covid-19 growth data contains temporal information  
presenting dynamic number of confirmed cases, recovered 
cases and deaths over time. Due to its characteristics Covid-19 
time serie data is complex, non linear, long interval(days, 
weeks, months) and uncertain, the traditional statisticl 
technique and analyse become powerless in front of this 
complixity. 
The use of multiple open data (multivariante) as training set 
fortrainning the model is beneficial on acount of epidemic 
growth is affected by many factors, meanning that the growth 
of the number of confirmed cases due to a multiple 
parameters. In this case, for preliminary, number of 
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confermed cases, recovered cases, deaths, population, age and 
population density are used as parameters. There are a 
relationships between demography parameters like age with 
the number of confermed cases as proved by a previous study 
[4]. 
Machine learning algorithms play a critical role in the analysis 
of epidemics, espicialy for predictions [5, 6, 23]. With the 
presence of massive data descibing this epidemic situation, 
the machine learning techniques help to find patterns so that 
timely action can be planned to stop the spread of the virus 
[24]. In this search, the machine learning and deep learning 
models are used to observe daily behaviour with the 
prediction of the future cross-country accessibility of 
Covid-2019 using real-time information provided by the 
official open data source.These models can forecast the near 
future and help to reduce the negative effects of the Covid-19. 
In this work, first, we propose the use of an LSTM-based 
approach to learn patterns in COVID-19 data. Since, 
machine-learning approaches involve allowing the model to 
automatically learn complex models from data based on the 
model constructed and fitted the hyper-parameters. This is 
particularly useful for processing epidemiological data from 
time series such as that of COVID-19. Then, following 
validation of the model by parameter adjustment. We will 
analyze how demographic conditions such as population 
density can affect the propagation of Covid-19 in different 
regions of Morocco. 
The rest of this paper is organized as follows; Section 2 
presents some related works. Section 3 gives a background 
review of Recurrent Neural Networks (RNN) and Long 
Short-Term Memory Network (LSTM). Then, section 
4describes the main steps of the proposed approach. Finally, 
Section 5 closes the paper with a conclusion and some 
perspectives. 
 
2. RELATED WORK 
 
The spread of Covid-19 has led to global research fields to try 
to understand its different facets. In addition to virology, 
artificial intelligence is playing a critical role in forecasting 
the spread of Covid-19 with numerous applications such as 
computer vision, graph analytics, geographic information 
systems (SIG), machine/deep learning …etc. 
The authors of [7] proposes an LSTM based neural network 
for real-time influenza-like illness rate (ILI) forecasting in 
Guangzhou, China, a multi-channel mechanism was added to 
support the heterogeneity of data collected from different 
sources and with different formats. 
Another work [8] proposed a deep learning model based on 
LSTM to predict Influenza-like illness using multiple open 
data sources in Taiwan centers for disease control, the study 
gave important results for predicting the disease outbreak in 
Taiwan. . In relation with ILI, the authors of [9] proposes their 
model DEFSI (Deep Learning Based Epidemic Forecasting 
with Synthetic Information) which is a short-term based 

LSTM deep neural network for monitoring ILI in different 
centers of disease control and prevention especially in USA. 
According to [10], existing ILI prediction models are not 
sufficient, the authors proposed a deep learning based model 
for prediction and linked their model to a client/server web 
application developed with Django for visualization, the main 
advantage of this work is the implementation of an algorithm 
for the automatic selection of data from the website of the 
Department of Health and Welfare’s Disease Control Agency, 
the data processing was developed using Python. 
Time series are also widely used in prediction; in [11], the 
authors showed the experimental results of forecasting using 
i) ILI data alone, ii) Feature vectors such as week number and 
iii) Time delay embedding, the results showed a high 
correlation and a low RMSE (root-mean-square error) in 
comparison the well known state-of-art algorithms. In [12], 
the authors also proposed a time series model to analyze the 
trend pattern of the incidence of COVID-19 outbreak in six 
countries in order to highlight the current epidemiological 
stage in the World. 
A combined model consisting of LSTM and Gated Recurrent 
Unit (GRU) [13] is applied to prediction of confirmed, 
negative cases, recovered cases, and death; the model is 
capable of generating an automated way of confirming, 
estimating the current position of the pandemic.  
In the other hand, numerous works were published in relation 
with Covid-19 and computer vision; The main objective of 
those approaches is to classify chest X-ray images as 
Covid-19 and non Covid-19 using deep neural network [14]. 
Other works [15, 16] propose multi-class classifiers to predict 
normal, bacteria and Covid-19 from chest X-ray images. 
Recent works are considering graph analytics as a powerful 
tool for tracking Covid-19 as a complex network, using 
graph-based machine learning algorithms such as spectral 
clustering [17] and Graph neural networks [19]. 
 
3.  BACKGROUND REVIEW OF RNNS AND LSTM 
 
Recurrent neural network (RNN) [19] is a neural network 
model used for processing sequence data. Topically, a neural 
network contains an input layer, one or several hidden layers 
and an output layer. The output is controlled by the activation 
function, and the layers are connected by weight. For making 
a decision, RNN considers the current input and the output 
that it has learned from the previous input (see Figure 1). 

 
Figure 1: RNN architecture. 

RNN is a powerful tool for processing data and predicting 
time series, since it is capable of managing a sequence[20] by 
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storing large historical information in its intermediate state, in 
order to surpass vanish gradient problems. 
The gradients transport information used in the RNN 
parameter update and when the gradient becomes smaller and 
smaller, the parameter updates become insignificant which 
means no real learning is done, which leads to the large 
training time or training does not work at all. 
 

To remove the shortcoming of RNN, Hochreiter and 
Schmidhuber propose Long Short-Term Memory Network 
(LSTM) [21], it’s a special kind of Recurrent Neural Network. 
Therefore, LSTM is more suitable for processing important 
events with longer intervals or delay time units in the time 
series than the RNN. To have the ability of capturing 
long-term dependencies, LSTM uses memory cell which is 
specifically designed to store information over long times. 
Furthermore, the forget input and output gates, in each 
memory block can control the flow of information inside 
memory. The structure of LSTM consists of three gates [22] 
i.e. input gate, forget gate, and output gate as shown in 
figure2. 
Initially, LSTM initiates with a forgot gate is defined as: 
 
  (1) 

That uses a sigmoid function combined with previous hidden 
layer (ht-1) and current input (xt) to determine the information 
to forget in the memories in the previous state. 
The input gate decides which new data will be added in the 
cell; first, a sigmoid layer chooses which values will be 
changed, it is defined as: 
 
  (2) 

Next, a tanh layer proposes a vector of new information that 
could be added to the state. 

  (3) 

  (4) 

Output Gate decides what will be the output of the cell based 
on cell state at instant t as well as the freshest added data. 
 
  (5) 

 
The memory stat ot is the output gate that will be used the 
determine the quantity of memory output: 
 
  (6) 

In the above equations, tanh is used to scale the values into 
range−1 to 1, σ is the activation function which is taken as 
sigmoid and W are the corresponding weight matrices. 

4. PROPOSED APPROACH 
In this work, we propose a model that allows us to predict the 
number of confirmed, recovered and temporarily dead cases 
in order to analyze the influence of the population density 
factor on the growth of the number of cases in the different 
regions of Morocco. The issue is a time series problem 
because the current number of cases (confirmed, recovered, 
death) changes in a way that depends on the previous sate, the 
flowchart of the proposed model is shown in figure3. 
 
4.1 Data collection 
 
The Covid-19 data of different regions of Morocco (12 
region) is collected each day at 11 pm from the official 
Coronavirus Portal of Morocco [3], in this work we will use 
the chronological data from the appearance of the first case of 
Covid-19 in Morocco to July 31, 2020 . 

 
Figure 2: Basic structure of LSTM 
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To determine the target variables, a statistical method is used 
to select the variables from the original database (Dataset0), 
based on regression weight. The selected variables for both 
the training database and the validation database are presented 

in table 1. 

Table 1:   Main parameters 

Dataset parameter Description 
Confirmed cases Daily confirmed cases by 

regional distribution 
Recovered cases Daily recovered cases by 

regional distribution 
Death cases Daily deaths by regional 

distribution 
Population The population of each 

region 
Area Area of each region in km2 

Density Population per km2for each 
region 

 
 

4.2 Problem description 
We define a Covid-19 prediction model as a supervision 
machine-learning task; Given a time series contain N daily 
data point for M step ahead prediction. In other words, the 

model is training to be able to predict the number of 
confirmed cases at time t + 1 by giving the observation at time 
t and possibly other time steps before that. 
The input X of supervised ML model is  

and the output Y is  
. 

The learning and evaluation Model is made up of input 
elements, which are integrated into the model, and output 
elements. Note that input and output are both in the form of 
daily cases, the model has a many to many LSTM architecture 
(see Figure 4). 
 
4.3 Data processing 
 
The preparation of the data before training aims at 
normalizing the data in order to make it more consistent as 
LSTM is very sensitive to normalization, especially for 

 
Figure 3: Flowchart of the proposed model. 
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capturing time series data. Before applying the LSTM method 
to predict the number of cases, we apply min-max scaling of 
all data with the maximum and minimum values of the data 
set. The normalization allows us to transform the data to the 
same scale and avoid bias in training and validation steps.  
 

 
 
4.4 Training and Performance evaluation 
 
In the training phase of the model, 80% of data are used 
(dataset1) and the rest 20% (dataset2) for validation and 
evaluation of the proposal. We choose 8 states as training, 2 
states as validation and 2 states as test data. 
The input data is first placed in the LSTM layer, in the input 
gate of the LSTM layer. Moreover, recompose the input data 
and decide which input data is important. As well, the LSTM 
layer can retain previous information that can help improve 
the model's ability to learn from time series data. In phase of 
training of our model 88 sequence input is split into 1st to 64th 
day as input neural and 65thto 100th day as label. 
To measure the performance of the model we used Mean 
Absolute Percent Error (MAPE) to measure the difference 
between the model output (prediction) and the actual data 
(observation). 

 
 

where obs is the observation value, pred is the forecast value 
and n is total number of observation. The validation of this 
model we offer the best architecture of LSTM as number of 
layer and hidden layer and hyper parameters. 

5. CONCLUSION 

After the hard situation of Covid-19 in the last months, no one 
can deny the critical role of scientific research in the present. 
Covid-19 has launched many researches in different fields, 
starting from biology and bio-informatics to artificial 
intelligence and geographic information systems in order to 
find solution and control the fast outbreak on the coronavirus. 
This paper proposed the use of machine learning and deep 
learning models for epidemic prediction and analysis using 
LSTM model to predict Covid-19 pandemic growth in 
Morocco. This prediction model can be useful for making 
important decisions in achieving a faster response and control 
of the situation.  
Future extensions of this work are in the progress to 
implement this model using Tensorflow environment, and to 
analyze the relationship between the different parameters of 
the dataset. Another extension is a Graph-based convolutional 
neural network model to combine between the prediction task 
and the complex networks data structure. 
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